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ABSTRACT

The reduced amount of space available in critical listening environments, such

as orchestra pits, rehearsal rooms or even recording studios, often impairs the in-

stallation of helpful, but sizeable, acoustic treatments on their boundaries. This

can be a problem as such acoustic treatments, mainly used for sound absorption

and diffusion, are key for controlling the physical aspects of sound propagation

in the environment. This research thus proposes to study experimentally and

numerically a cutting-edge metamaterial-inspired approach designed to provide

ultra-thin and adaptable alternatives to traditional acoustic treatments, with a

particular focus on sound diffusion, and how these can be integrated in practical

computational frameworks. These novel deep-subwavelength acoustic metamate-

rials, termed metadiffusers, allow for efficient sound diffusion within dimensions

1/10th to 1/20th thinner than ordinary sound diffusers. Moreover, the optimization

potential of metadiffusers brings a vast panel of variable configurations depending

on the situation requirements. Results presented throughout this thesis outline

several of these configurations with experimental and/or numerical validations in

free-field scattering scenarios as well as numerical room acoustic applications. Very

good agreement is found all through between the analytical and experimental/nu-

merical scattering and diffusion datasets, thus demonstrating the outstanding and

versatile potential of metadiffusers to be applied in many critical listening environ-

ments where space is at a premium, such as orchestra pits or recording studios.
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GLOSSARY

In order of appearance.

ρ Total density kg.m−3

ρ0 Ambient density kg.m−3

δρ Excess density kg.m−3

υ Particle velocity m.s−1

p acoustic pressure Pa

P Total pressure Pa

p0 Ambient pressure Pa

κ Bulk modulus Pa

c0 Ambient speed of sound m.s−1

c Speed of sound m.s−1

u Physical scalar

t Time variable s

x Cartesian x axis m

y Cartesian y axis m

z Cartesian z axis m

Z0 Specific acoustic impedance of air Pa.s.m−1

Z̃ Volume impedance (2D) Pa.s.m−2

P Volume Pressure (2D) Pa.m−1

V Volume Velocity (2D) m−2.s

e Euler number

i Imaginary unit

ω Radial frequency rad.s−1

π Pi

xviii
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f Frequency Hz

λ wavelength m−1

k Wavenumber rad.m−1

F Fourier transform operator

cp Phase speed of sound m.s−1

αatt Acoustic attenuation coefficient m−1

αs Spatial acoustic attenuation coefficient m−1

αt Temporal acoustic attenuation coefficient m−1

δBLvisc Viscous acoustic boundary layer m

ν Kinematic viscosity coefficient m2.s−1

µ Shear viscosity coefficient Pa.s−1

T Temperature ◦C

δBLtherm
Thermal acoustic boundary layer m

ϑ Heat conduction coefficient W.m−2.K−1

Pr Prandtl number

Cp Specific heat at constant pressure J.kg−1.K−1

Cv Specific heat at constant volume J.kg−1.K−1

γ Ratio of specific heats ◦C/cm

K Thermal conductivity W.m−1.K−1

δτ Excess temperature ◦C

M Propagation constant

ρe Effective density kg.m−3

κe Effective bulk modulus Pa

rc Radius of cylinder m

Jn Bessel function of the first kind of order n

Gρ Stinson density boundary layer function m−1

Gκ Stinson compressibility boundary layer function m−1
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am Duct cross-section dimension m

bm Duct cross-section dimension m

αm Duct cross-section coefficient

βm Duct cross-section coefficient

h Height of slit m

L Length of slit m

pi Incident pressure Pa

pr Reflected pressure Pa

R Reflection coefficient

ψ Incident wave angle rad

Υ Acoustic admittance S

α Absorption coefficient Sabin

U Scalar field

G Green’s function

GK Kirchhoff Green’s function

r Coordinate vector r = |r1 − r0| rx, y, z

r0 Coordinate vector at the source rx0, y0, z0

r1 Coordinate vector at evaluation point rx1, y1, z1

H0 Source location at r0

H1 Point location at r1

Σ Aperture area (2D) m

GS1 First Rayleigh Green’s function

GS2 Second Rayleigh Green’s function

δψ Directional diffusion coefficient

Is Scattered sound intensity W.m−2

ps Scattered sound pressure Pa

θ Elevation angle rad

φ Azimuth angle rad

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



δflat Flat reflector directional diffusion coefficient

δn,ψ Normalized directional diffusion coefficient

T Total transfer matrix

M Transfer matrix

·w (underscript) Quantity related to a well

·s (underscript) Quantity related to a slit

·HR
(underscript) Quantity related to a Helmholtz

resonator

·n
(underscript) Quantity related to a Helmholtz

resonator neck

·c
(underscript) Quantity related to a Helmholtz

resonator cavity

∆l end correction to free space

λB Bragg wavelength m

F Force N

Fs Restoring force N

Fs Motion force N

a Acceleration m.s−2

Ks Stiffness coefficient N.m−1

M Mass kg

V Volume m3

w width m

l length m

ψB Bloch wave function

Mr Number of HRs

fBragg
Bragg frequency Hz

ε Cost function

Γ Geometry parameters matrix
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D Slit width m

cin Inequality optimization constraint

ceq Equality optimization constraint

bl Lower optimization boundaries m

bu Upper optimization boundaries m

ψn Basis function

ax Periodicity in the x-axis m

βq Secondary far-field diffraction lobes rad

C Courant number

δt Time stepping s

δx Space stepping m

∆f Frequency range Hz

D Diffuseness coefficient

De/l Early-to-late diffuseness coefficient

De Early diffuseness coefficient

τe Average time of early reflections s

mfp Mean free path m
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1
INTRODUCTION

The context of the herein research lies at the crossroads between multiple acous-

tic topics, such as room acoustics, physical acoustics, and to some extent, psychoa-

coustics. Due to the interconnectivity of these scientific fields, the following chapter

is intended to give the rationale behind the multidisciplinary research aim and clar-

ify the context in which the research arose.

1.1 aim, rationale & objectives

The aim of this research is to design and implement deep-subwavelength acoustic

metamaterials, i.e., acoustic structures with a size much smaller than the targeted

wavelengths, that can outshine traditional acoustic treatments in auditoria where

space is at a premium.

Auditoria are rooms primarily focused towards a critical listening of musical con-

tent, sometimes accompanied by visual performances. They generally come in the

form of theatres, opera houses, rehearsal rooms and concert halls, but can also ex-

tend to any place, big or small, where the listening of sound is of interest. In many

occasions, these rooms often benefit from acoustic treatments for controlling the

propagation of sound and thus enhance the listening experience to its best. These

can often be divided in two main categories, each targeting a specific acoustic

phenomenon, viz., treatments for sound absorption or sound diffusion. The former

aims at absorbing acoustic energy from the room whereas the latter controls the

directions of acoustic waves being reflected.

Whilst these acoustic treatments have been extensively studied and implemented

in countless rooms, there are cases however where they can prove difficult to in-

stall, especially in environments with critical space limitations. This is due to the

sizeable nature of typical acoustic treatments, which often rely on the structure

1

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



1.1 aim, rationale & objectives

thickness to increase their acoustic performance. Relatively small auditoria such

as orchestra pits in opera houses, some rehearsal rooms, or even sound recording

and monitoring studios are typical examples of environments where space is at a

premium, and where traditional acoustic treatments come with the additional com-

promise of acoustic quality versus space availability. In order to ensure the acoustic

quality of these rooms, it is therefore important to look at potential alternatives

minimizing the amount of space being traded whilst keeping a competitive acous-

tic performance. The work presented in this thesis explores such path through the

use of deep-subwavelength acoustic diffusers, termed metadiffusers, for controlling

the distribution of early sound reflections in such constrained environments within

ultra-thin dimensions.

The knowledge gap that this thesis intends to cover is (i) to expand the lack of

information about metadiffusers, as these structures are relatively new, through

further analytical optimization insights, experimental measurements and numeri-

cal scattering validations, and (ii) to provide with a numerical framework and data

for adding such structures into large FDTD computational environments that are

typical of room acoustic studies.

In order to achieve the above-mentioned goal, the following set of objectives is

proposed to ensure a robust scientific approach throughout this research.

Objectives of the thesis:

• to bring a deep understanding of the theory of acoustic scattering and sound

diffusion;

• to present a study of the acoustic performance of traditional sound diffusers;

• to provide an analytical framework for computing acoustic scattering;

• to explore numerical tools and methods available to consolidate analytical

scattering predictions;

• to set-up an experimental apparatus for comparing previous scattering pre-

dictions with physical scattering data;

2
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• to lay down a numerical framework for simulating scattering prediction data

into larger real-world situations;

• to evaluate the objective impact of metadiffusers on the acoustic field in

modelled situations; and lastly

• to evaluate the subjective impact of sound diffusion in a practical situation.

1.2 literature review, hypothesis & research question

The following subsection provides a literature review going from the musical

context of opera house acoustics to the physical breakthroughs of acoustic meta-

materials, and how these can be engineered as suitable alternatives when tradi-

tional acoustic treatments reach their limit. Although the herein research context

arose from technical difficulties for controlling sound in the orchestra pit of the

Royal Opera House (ROH), Covent Garden, London, most of the arguments made

through this review can be applicable to any similar scenario where space to install

traditional acoustic treatments is limited.

The present research began in December 2017, when the ROH decided to engage

a PhD research programme with London South Bank University (LSBU) for tack-

ling a rising issue, common to almost all opera houses: the overwhelming loudness

in orchestra pits. The orchestra pit of an opera house consists in a deep, hollow

cavity, placed between the stage and the audience (see Fig. 1.1). This peculiar

Figure 1.1: Teatro alla Scala, Milano, Italy, from [1]. The red colouring highlights the

orchestra pit area.

3
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placement helps reduce the sound coming from the orchestra to the audience in

order to prioritize the singers’ voices, as well as visually hiding it for aesthetic

purposes [1]. The orchestral layout within the pit, i. e., how the different musical

groups are arranged around the conductor, often varies with the chosen repertoire.

The operatic range of productions is usually varied, including ballets, operas, and

symphonic concerts, all of which can host from small orchestral configurations (50-

60 musicians) to bigger ones (100+ musicians) [2]. These configurations change

once or twice a day to allow for planned rehearsals and evening plays. There exists

many different kinds of orchestra pits, varied in shape and dimensions. Some of

them are partially covered by an overhang under which a portion of the orchestra

sits. The intrinsic shape, volume and boundaries of orchestra pits will affect how

sound is perceived in both the pit and the main auditorium [3]. Whilst audience

may generally be satisfied by the overall orchestral sound levels, musicians in the

pit often complain about the loudness of such performing environment [4–6]; a

rather logical statement when 60 to 100 musicians are closely packed inside an

open box.

It must be noted here that the use of the word loudness is highly polysemic. It

may refer to sound intensity (physics) [7], relative isophonic level (physiology) [8],

high neural stress (neurology) [9], annoyance (psychology) [10], or even all of the

above as loudness has been hypothesised to be a multidimensional descriptor re-

lated to the perceived magnitude of sound [11]. Such polyvalency can be illustrated

by the following example, where a pleasant but strong sound can sometimes be

perceived as being less loud than a disagreeable but quieter one. This seems to

indicate that the context of sound generation can highly affect how loud it is per-

ceived, and that loudness in musical contexts can therefore hardly be compared to

that of industrial noise settings.

High sound levels in orchestra pits, and loudness to some extent, are likely in-

evitable. This is mostly due to the presence of several tens of musical instruments

playing at the same time, which can also be partially enhanced by louder musical

instruments and more dramatic repertoires. In such context, reducing loudness can

be more a matter of limiting the amount of psychological overload than pure sound

4
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reduction, as it can seem impractical to drastically reduce the sound levels inside

the pit. This could lead to reduced orchestral sound levels in the pit and audience

as well as potentially affecting the feeling of musical balance and force musicians

to play louder. This dilemma might be the reason why no standardised solutions

have been generally implemented for this peculiar performing environment [12, 13],

for which only a scarce amount of work has been conducted over the past 40 years

[1, 2].

The majority of acoustical research in orchestra pits aimed to gather informa-

tion or state the issues rising in such performing environments, mainly focusing

on hearing loss due to dangerous sound levels [14–18] and with only a few dealing

with the pure physical interactions between sound and the enclosure’s boundaries

[19–23].

Pioneering works led to a better understanding of acoustic propagation in or-

chestra pits; they helped establishing optimum and reliable physical descriptors,

such as Support, Ensemble and Room Feedback [4, 13, 22, 24, 25]. From them it

is known that the pit acts as a coupled space with respect to the main auditorium,

illustrated with the double slope decay curve in energy decay measurements [3, 13].

The early part of the experienced acoustic field in the pit should thus be regulated

by the local acoustic conditions of the enclosure. Insightful work from J. Meyer [12]

focused on the troublesome acoustic conditions in the under-stage area that could

give birth to strong vertical standing waves in the low frequency bands, eventually

affecting the listening and performing capacities of back row musicians; usually

the timpani, double bass and percussions. Guidance about possible acoustic treat-

ments in orchestra pits was given by T. J. Cox and P. D’Antonio [26, 27], where

they proposed that low- to mid-frequency absorption should be used to critically

control instrument-borne high levels [25] and diffusion used to improve ensemble

conditions [28, 29], as excessive sound levels and poor ensemble conditions were

found to be the two main defaults of orchestra pits [3, 4, 13, 14, 22, 28, 29].

For the purpose of this research, a particular interest will be given to sound dif-

fusion as it can help reduce the intensity of sounds reaching musicians within spe-
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cific time windows due to the spatio-temporal dispersion of sound [26]. This could

positively affect their acoustic environment without adding too much acoustic ab-

sorption, which could unbalance operatic performance conditions. Some previous

experiments explore the temporal distribution aspects of sound in pits, doing so

by (i) dividing the orchestra pit in different blocks with absorptive and diffusive

acoustical panels [30], (ii) installing an electroacoustic reinforcement system to

slightly delay the generated sound differently for several orchestral groups [3, 13],

or (iii) adding diffusion to scatter sound with diffusers built inside the walls [26,

28]. Most of these experiments yielded positive results towards either increasing

performing parameters or slightly reducing the sound intensity in the pit, but were

rejected due to orchestral considerations. The latter fact is illustrated by Paoletti

et al. who stated that even though a convenient acoustic solution could be thought

of [in orchestra pits], it would likely be not installed or tested for either human,

artistic or economic reasons [31]. In the first two cases, it appears that musicians

very much disliked the proposed configurations as it would break their musical

balance and ensemble feeling while playing in the pit. Music being a critical part

of opera, acoustic measures cannot therefore be of intrusive nature. However, the

aforementioned strategy with built-in diffusers seems to have been generally well

received by the musician community [26, 32]. An example of such configuration can

be seen in Fig. 1.2. Following such strategy, one can thus control the distribution

of early sound reflections arriving at the musicians through the use of acoustic dif-

fusers so as to better distribute the sound energy through time and try to increase

their feeling of ensemble playing and musical balance.

Sound diffusers are locally reacting surfaces that spread reflected waves into

many directions, reducing the strength of the undesired specular reflections and

audible echoes, whilst sound energy is preserved in space [26]. In some cases, the

spreading of sound energy can be achieved through the diffraction and/or specular

reflections generated by the geometrical nature of the constituting elements present

at the surface of the diffuser, such as triangles and/or spheres. In other cases, the

scattering of sound can be achieved through a specific topological distribution of

the acoustic impedance along the surface, leading to a spatially-dependent profile
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Figure 1.2: Two views of the pit at Nicholas Music Center, Rutgers University. (Archi-

tects: Bhavnani & King Architects, NY; photos from RPG Diffusor Systems

Inc. found in [26].)

of the reflection coefficient along the surface. The latter locally reacting surfaces

are thus often termed as phase grating diffusers, or Schröeder diffusers [33, 34] in

honour to the pioneering works of M.R. Schröeder in the 1970’s. Usually, Schröeder

diffusers make use of quarter-wavelength resonators, such as wells, as illustrated in

Fig. 1.3, in order to achieve a phase grating on the impinging sound wave, where a

maximum phase shift of the reflection coefficient occurs at L = c0/4f , where f is

the frequency of the wave, L is the depth of the slit, and c0 is the speed of sound

in air. By combining many such QWRs of different sizes, sound diffusers with spe-

cific goals can be designed, i.e., break specular reflections or homogenize them [35].

The spatially dependent reflections of a sound diffuser are generally tailored to the

surface’s impedance design, which usually follows numerical sequences taken from

Number Theory [36–38] that posses, or tend to have, a uniform spatial Fourier

transform of their reflection coefficient at multiples of the design frequency [26,

39], thus leading to an even scattering of sound.

However, whilst the strategy of using built-in diffusers on the walls seems to be

valid, it possesses a significant drawback that can make it impractical to implement

in some situations. The drawback of typical sound diffusers is that they can be

relatively bulky due to their quarter-wavelength scale, usually between 10 cm to

50 cm deep depending on the frequency range being addressed. This would imply

the integration of sound diffusers in the pit during its construction, or to refurbish

entirely the pit and thus close any scheduled performance for a considerable time,

7
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Figure 1.3: Example sound diffuser using quarter-wavelength resonators, or wells.

which would have serious economic implications. The sheer size of the acoustic

structures also make it difficult to add them a posteriori as they would take a

significant portion of the inner pit space; the space between musicians being already

at a premium. At the ROH, a rule of thumb for any added wall elements is that

they should not exceed 10 cm at most, with lesser dimensions greatly welcomed.

Although typical sound diffusers could be made within these dimension constraints,

this would result in a significant performance drop in acoustic diffusion. Built-

in Schröeder diffusers are thus difficult to incorporate into most of the existing

orchestra pits across the world. Nonetheless, a hypothesis based on the previous

elements can be made.

Hypothesis: Acoustic diffusers disposed along the boundaries of audi-

toria can spatially and temporally disperse the sounds perceived by

performing musicians and thus help reduce the perceived loudness.

The space constraints in orchestra pits, or any similarly space-limited critical

listening environment, help establish a direction of research, i.e., to evaluate non-

standard acoustic solutions in order to achieve efficient acoustic diffusion within a

range of 10 cm or less. In other words, knowing that most standard acoustic treat-

ments work optimally on a quarter-wavelength scale, an even lower subwavelength

scale must be achieved in order to answer to the following research question.

Research question: Are there any thinner alternative structures to tra-

ditional acoustic diffusers and how could these be implemented in prac-

tical situations?

8
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As hinted by the tittle of this work, a potential answer to such question lies

under the study of metamaterials. These are composite structures engineered in

such a way that they can manipulate waves in a variety of ways (conventional

and less conventional) within much smaller structural dimensions than the tar-

geted wavelengths, i.e., to deep-subwavelength extents compared to the more tradi-

tional quarter-wavelength or subwavelength approaches. As such, ultra-thin acous-

tic metamaterials designed around a sound diffusion context will form the core of

this research and will be studied under different perspectives.

1.3 outline of the thesis

The present thesis aims to answer the aforementioned research question by ex-

ploring the several aspects revolving around the main topic of sound diffusion and

acoustic metamaterials, and how these can be designed for overhauling sound dif-

fusion in small auditoria. In order to do so, the thesis unfolds according to the

following structure:

chapter 2 presents a general theoretical overview of different wave physics

phenomena essential for understanding the mechanisms involved in sound

diffusers and acoustic metamaterials, such as wave propagation fundamentals,

dispersion relation, dissipative effects introduced by acoustic boundary layers

and wave diffraction/scattering theory.

chapter 3 explains what traditional sound diffusers are and how their acoustic

characteristics can be quantified. This chapter also provides design insights

with respect to some of the sound diffuser types that can be commonly en-

countered. Lastly, the intrinsic and contextual limitations of such structures

are highlighted, paving the way to the use of acoustic metamaterials.

chapter 4 introduces the origin and concept of metamaterials as periodic locally-

resonant structures. Furthermore, this chapter provides an analytical model

for describing the physical behaviour of sound waves propagating in such

medium, emphasizing on the apparition of strong dispersion, band-gaps and

subsonic propagation speed. These elements are all critical elements in the de-
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1.3 outline of the thesis

sign of highly optimizable deep-subwavelength sound diffusers, a.k.a, metad-

iffusers.

chapter 5 brings a mix of experimental and numerical validations of some

metadiffuser designs, some of which were reported for the first time. It in-

cludes experimental acoustic scattering measurements of a 3D-printed Quadratic

Residue metadiffuser, numerical simulations of Quasi-Perfect metadiffusers

and a cross-optimization study of broadband metadiffusers.

chapter 6 discusses the potential drawbacks of modelling compact structures

such as metadiffusers into large Finite-Difference Time-Domain numerical

schemes used for simulating the acoustics of a room where the implementa-

tion of deep-subwavelength metamaterials would be of beneficial use. This

problematic allows to establish a numerical solution based on an RLC-circuit

filter optimization for approximating the acoustical characteristics of highly

resonant structures, such as metamaterials, in large volumes.

chapter 7 provides a summary of the results developed throughout this re-

search and expounds on future works.
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2
WAVE PHYS ICS & ACOUST IC SCATTERING

In order to fully understand how effectively some surfaces can scatter or absorb

sound, it is important to first grasp the principles of sound propagation and how the

latter behaves when interacting with physical boundaries. In this chapter, emphasis

will be given to the description of propagating acoustic waves further leading to

useful formulations characterizing sound scattering and diffusion; two core aspects

at the centre of this work.

2.1 fundamentals of physical acoustics

The following section outlines the fundamental aspects of wave theory required

to formulate a wave propagation equation and thus to define the intrinsic propa-

gation characteristic parameters of the latter.

2.1.1 Thermodynamic Assumptions & Conservation Laws

For simplicity, only one-dimensional (1D) acoustic wave propagation in a duct

(a waveguide) will be considered. The 1D conservation equations used to describe

such propagation of sound depend of a set of basic thermodynamic assumptions,

which are generally respected for the transport of acoustic energy through a fluid

such as air. Here, the underlying assumptions are:

1. The control volume of the fluid is fixed in space, i.e., the volume of fluid

being moved is constant throughout the continuum geometry;

2. The flow of the disturbance is in one dimension;

3. Body forces are not significant, i.e., forces that act throughout the whole

volume of a body, such as gravity, are not considered;
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2.1 fundamentals of physical acoustics

4. The fluid is inviscid, i.e., viscous effects are not accounted for and the only

significant force applied is pressure; and

5. The fluid is approximated as being lossless, or non-dissipative.

Should these assumptions hold true, the 1D conservation equations – Equation

of Continuity (Eq. 2.1), Momentum (Eq. 2.2) and State (Eq. 2.3) – write as

∂ρ

∂t
+

∂

∂x
(ρυ) = 0, (2.1)

ρ(
∂υ

∂t
+ υ · ∂υ

∂x
) +

∂p

∂x
= 0, (2.2)

p = c20δρ

1 + B

2!A
δρ

ρ0
+

C

3!A

(
δρ

ρ0

)2
+ . . .

 , (2.3)

where ρ, ρ0 and δρ ≡ ρ − ρ0 represent the total density, ambient density and

excess density of the medium, respectively, υ is the fluid particle velocity vector,

p = P − p0 denotes the excess acoustic pressure made by the wave pressure P over

the ambient pressure p0, and c0 is the ambient speed of sound. A, B and C are

coefficients based on the nature of the fluid (gas or liquid) obtained from a Taylor

series expansion of δρ/ρ0. The coefficient A is better known as the adiabatic bulk

modulus of the fluid later referenced as κ.

This set of non-linear equations can be linearly approximated by a small-signal

approach where the physical variables related to the wave disturbance of the

medium, p, υ, and δρ, are considered much smaller than their static quantities,

i.e., |δρ| � ρ0, |p| � ρ0c20, and |υ| � c0. This approximation generally remains

valid even for the loudest sounds humans usually experience and thus excludes

high pressure shock waves, for example. If approximated this way, the conserva-

tion equations simplify to the following linearised format:

∂ρ

∂t
+

∂

∂x
(ρ0υ) = 0, (2.4)

ρ0
∂υ

∂t
+
∂p

∂x
= 0, (2.5)

p = c20δρ. (2.6)

This set of equations will form the basis for the propagation of 1D sound waves in

a waveguide. These will respectively be amended as further examples of viscid and

12
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2.1 fundamentals of physical acoustics

dissipative media will be considered in order to illustrate the impact of viscous and

thermal effects on the wave being propagated. The linear conservation equations

also allow the derivation of the linear wave equation.

2.1.2 The Wave Equation & Wave Characteristics

The wave equation is a second order Partial Differential Equation (PDE) describ-

ing the propagation of disturbances in a medium in one or more directions at a

certain speed, which can be formulated as

c2∇2u− ∂2u

∂t2
= 0, (2.7)

where ∇2 is a Laplacian defined in Cartesian coordinates as ∇2(·) = ∇(∇(·)) =

∂/∂2
x(·) + ∂/∂2

y(·) + ∂/∂2
z (·), u is a physical scalar property associated with the

disturbance of the signal, c represents the speed at which the wave travels, and

x, y, z and t are the Cartesian spatial coordinates and time, respectively.

As the wave equation is a PDE, various solutions can be found to be suitable

for energy propagation. There is however a set of solutions commonly agreed upon

representing the 1D propagation of a wave through space, described in the form

of a linear superposition of two waves, f(ξ) and g(η), such that

ξ = x− ct, (2.8)

η = x+ ct, (2.9)

u(ξ, η) = f(ξ) + g(η) = f(x− ct) + g(x+ ct), (2.10)

or

u(ξ, η) = f
(
t− x

c

)
+ g

(
t+

x

c

)
. (2.11)

Equation 2.10, usually known as d’Alembert’s formula, shows that solutions of

the 1D wave equation are sums of a right (forward) and left (backward) travel-

ling wave functions, f(ξ) and g(η) respectively. Due to the linearity of the wave

equation, it thus implies that at any moment t any point of space x follows the

theorem of superposition. An advantage with d’Alembert’s formulation is that it
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2.1 fundamentals of physical acoustics

can cover many solution types of the wave equation, such as u = A sin a(x− ct),

u = A cos a(x− ct), u = Ae±ia(x−ct), u = A ln a(x− ct), u = A(x− ct)n or even

u = δ(x− a). Basically, d’Alembert’s formulation encompasses any wave function

that can be expressed as a Laurent series of the type

u(x, t) =
∞∑

n=−∞
an(x− ct)n. (2.12)

Taking a solution of the type u(x, t) = f(x− ct) for describing the propagation

of a 1D progressive wave, and assuming that the second backward propagative term

is null (thus assuming just a forward +x direction travelling wave), the derivation

of u along time and space allows to write the relation between the two derivatives

as

∂u

∂t
= −c∂u

∂x
. (2.13)

By reordering the linearised Momentum equation in Eq. 2.5, and injecting Eq. 2.13

for u = υ into the latter, the Momentum equation becomes

∂p

∂x
= ρ0c0

∂υ

∂x
, (2.14)

The pressure can thus be expressed in simple terms by integrating over x:

p = ρ0c0υ or p = Z0υ, (2.15)

where Z0 = ρ0c0 = (p/υ)|+x is the specific acoustic impedance of the medium

defined for a +x propagative wave.

The concept of impedance is paramount for describing the acoustic character-

istics of a medium, as it is a quantity that describes the resistivity of a medium

with respect to the acoustic disturbance propagating through it, i.e., it impedes the

flow of energy. In the general case of fluid media of undefined section or geometry

(i.e., unbounded), the characteristic acoustic impedance can be defined as above by

using a point-like definition of the particle velocity. However, in the case of plane

wave propagation in a bounded system of finite width, such as a duct, it may be

useful to use a flow formulation of the particle velocity, or volume velocity. For any

wave with constant pressure over a specified area, e.g., a plane wave in a duct of
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2.1 fundamentals of physical acoustics

(a) Particle velocity formulation 

for unbounded media

Zi = pi / vi

Figure 2.1: Schematic diagram displaying the formulation of the acoustic impedance in

(a) an unbounded media and (b) a bounded media of cross-section area S.

cross-sectional area S, the acoustic impedance, Z̃, is here defined as the ratio of

the pressure averaged over that surface, P , to the volume velocity, V = Sυ, such

that

Z̃ = P/V = Z/S, (2.16)

where the ·̃ upper-script denotes the use of volume velocity rather than particle

velocity.

The notion of particle flow is a convenient tool at disposition when describing

the propagation of sound waves in waveguides of different cross-section. Due to the

reflections thus generated at the boundaries between the different section elements,

the particle flow formulation of the characteristic impedance allows to generalize

the state of the acoustical variables for a waveguide of given cross-section area.

This formulation will indeed be useful for describing further acoustical notions in

Chaps. 3 and 4.

2.1.3 Fourier Transforms & the Helmholtz Equation

Generally, the use of time harmonic signals in wave physics, such as cosines

or sines, is preferred due to their convenient form and ease of operation when

dealing with derivatives and complex numbers. This stems from Euler’s formula

which establishes a fundamental relationship between trigonometric functions and

a complex exponential function, written as

eix = cosx+ i sin x, (2.17)
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2.1 fundamentals of physical acoustics

where e is the Euler number and i =
√
−1 is the imaginary unit. This formulation

is described as a “jewel” for mathematics, physics and engineering alike by R. Feyn-

man who depicted it as the most remarkable formula in mathematics [40]. This

way, a harmonic wave of radial frequency ω = 2πf , and wavenumber k = ω/c,

cannot only be described by a trigonometric function, say u(x, t) = A cos(ωt−kx),

but can also be expressed in exponential terms, e.g., u(x, t) = Aei(ωt−kx).

However, not all waves are steady state monochromatic (i.e., of single wave-

length) but some may be transient and broadband to a relative degree. In the

case of a waveform with multiple frequencies, the equally powerful Fourier trans-

form pairs devised a century after Euler’s formula take the full advantage of the

latter in order to define that any complex wave can be constructed as a sum of

harmonic waves. More specifically, the Fourier transform pairs offer the ability to

change one’s perspective of the wave, observing it either in the time domain or in

the frequency domain. Given a time domain signal u(x, t), the frequency domain

equivalent, û(x,ω) (·̂ denoting the frequency transformed signal), can be obtained

by

û(x,ω) = F [u(x, t)] =
∫ ∞
−∞

u(x, t)e−iωtdt, (2.18)

where F denotes the Fourier transform defined by the integration operation. Con-

versely, a return to the time domain can be achieved by the inverse Fourier trans-

form as

u(x, t) = F−1[û(x,ω)] = 1
2π

∫ ∞
−∞

û(x,ω)eiωtdω. (2.19)

In the same logic, the wave equation can also be transformed from its time-

domain formulation to a frequency-domain one, either via direct Fourier (or Laplace)

transform or by assuming a time-harmonic wave function φ of amplitude Φ, such

as φ = Φeiωt. Then, one obtains

∇2φ+ k2φ = 0, or
(
∇2 + k2

)
φ = 0, (2.20)

resulting in the Helmholtz equation, where ∇2 is a Laplacian, k is the wavenum-

ber and φ is a derivable wave function. This is a second order PDE representing a

time-independent form of the wave equation.
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2.2 dissipative effects in fluid media

(a) (b) 

f

Figure 2.2: (a) Wave signal composed by a multitude of frequencies. (b) Decomposition of

the total wave signal into individual wave constituents. [from Wikipedia [41],

CC]

The application of Fourier transforms does not strictly stop at time-frequency

transformations but can also be used to describe wave radiation from a surface

based on its complex valued reflection coefficient, a fact that will be further ex-

plored in this chapter (see Sec. 2.3.3). Furthermore, Fourier transforms are gen-

erally easier to compute because of (i) the fast and efficient Fast Fourier Trans-

form (FFT) algorithms widely available, and (ii) the lower dimensionality of the

Helmholtz equation (3 dimensions) compared to the wave equation (4 dimensions).

Due to the critical nature of Fourier Transforms, their application has become a

paramount topic in the study of wave physics, owing to J. Fourier an as remarkable

contribution to science than that of L. Euler. In F. Hunt’s words [42]: “Blessed be

Fourier!”.

2.2 dissipative effects in fluid media

This section emphasizes on the description of dissipative processes in fluid media

as well as the resulting dispersion relation representing how different propagating

wavelengths are affected by the medium’s effective parameters.

2.2.1 Wave Dispersion & Dispersion Relation

At the beginning of this chapter, a simple 1D wave equation framework was

stated under many ideal thermodynamic assumptions concerning the medium. A
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2.2 dissipative effects in fluid media

general solution to this wave equation was shown through d’Alembert formulation

in Eq. 2.11, illustrating the principle of linear wave superposition. Additionally,

Fourier transform pairs were used to state that any periodic signal can be de-

composed into a sum of its harmonic constituents. Therefore, a space and time

propagating signal, p(x, t), being the sum of discrete harmonic frequencies, can

also be considered a solution of the wave equation. This travelling wave signal can

be termed as a wave packet, or wave train, defined by its disturbance "envelope",

i.e., the spatial sum of its frequency constituents. If such time-harmonic solution

was plugged into the wave equation (Eq. 2.7), the speed of each of the propagating

wavelengths would be defined as

cp =
ω

k
, (2.21)

where cp is the phase velocity of waves inside the packet, each with a wavenumber

k and an angular frequency ω. This ratio of angular frequency over wavenumber

is commonly referred to as the dispersion relation of the disturbance within the

medium. In wave physics, dispersion is the phenomenon where the phase velocity

of the propagating wave is dependent of its frequency. In the simplified 1D case

above (Eq. 2.21), the dispersion relation indicates that the speed of sound is con-

stant for every wavenumber, or frequency, and that no dispersion is happening

inside the medium. In this case, the group velocity, vg, of the entire packet is the

same as the phase velocity, i.e., vg ≡ ∂ω/∂k = cp. Such a medium is thus termed

as being non-dispersive and wave packets travelling through it will maintain a

constant shape as all the constituting frequencies will remain at the same relative

speed between each other.

However, in the case of dispersion, where the frequency components that make

up the wavelet have different speeds, the relative phase between the components

would change over distance, therefore adding to a distinct wavelet shape with a

different propagative speed than its frequency components. Although such phe-

nomenon is commonly disregarded in many ideal aspects of acoustic wave propa-

gation in air – due to the infinitesimal amount of dispersion present in most cases –

it is however a fundamental concept that is likely to arise with the addition of any

detailed physical phenomema, such as dissipative effects that affect wave energy
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2.2 dissipative effects in fluid media

 t = t0

t = t1
(no dispersion)

t = t1

(dispersion)

(a)

(c)

(b)

Figure 2.3: (a) Wave packet at t = t0. (b) Wave packet at t = t1 in a non-dispersive

medium. (c) Wave packet at t = t1 in a dispersive medium with a changed en-

velope. (d) Dispersion relation of the two media, where the dispersive medium

has k = k2
0. [(a,b,c) modified from Wikipedia [43], CC]

transportation and absorption in the medium. These effects generally come in the

form of viscosity, heat conduction or relaxation, and can be found in free-field wave

propagation as well as near media boundaries. As it will be explained further along

in this work, the inclusion of such dissipative effects can lead to strong dispersion

in particular cases.

Under the ideal set of thermodynamic assumptions aforementioned, the disper-

sion relation is found to be constant for all frequencies. Such relation describes the

wavenumber k as a function of the angular frequency ω, i.e., k = k(ω), which has

real and imaginary parts:

k = β − iαatt, (2.22)

where αatt is the attenuation coefficient and β (real part of k) is related to the phase

speed by cp = ω/β through the Kramers-Kronig relation [44, pp. 122-127]. The

latter describes the frequency dependence of wave propagation and attenuation in

a medium by linking the real and imaginary parts of a complex function. This can

be shown by substituting Eq. 2.22 in a time harmonic solution, yielding

u = u0e
−αsxei(ωt−βx) = u0e

−αsxeiω(t−
x
ω/β ), (2.23)

where the first negative exponential term indicates a reduction of the wave ampli-

tude with respect to distance and the second imaginary exponential term represents

the phase change of the wave through time and distance. Due to the decay of sound
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2.2 dissipative effects in fluid media

with respect to distance, αs represents here the spatial attenuation coefficient, in

opposition to the temporal attenuation coefficient that can be found in time based

problems where one wants to know how rapidly sound decays with time. In order

to express the temporal attenuation coefficient, one must then take an initial value

wave field defined in space at a time t = 0 through the following solution:

u = u0e
ik(x−ct). (2.24)

In this case, the wavenumber k is regarded as real valued and c can be determined

from the previous dispersion relation cp = ω/β with β = k + iαatt. Here, αatt

will be replaced by αt, the temporal attenuation coefficient, in order to avoid

confusion between the two types of attenuation coefficients. Thus, the expression

for u becomes

u = u0e
−αttei(ωt−βx). (2.25)

where, in the same manner as before, the fist exponential term shows the atten-

uation of acoustic energy through time, whilst the second represents the phase

change. Thanks to Eq. 2.23 and Eq. 2.25, the speed of sound c can be divided into

real and imaginary components similarly to Eq. 2.22:

c = cp − i
αt
k

. (2.26)

2.2.2 Overview of Viscothermal Acoustic Boundary Layers

One of the most important dissipative effects encountered throughout this work

is that of visco-thermal losses (and dispersion) generated by the presence of bound-

ary layers, which arise when a wave travels very close to, or over a surface. In such

context, the presence of a boundary exerts a frictional shear force in the form of

drag, or resistance, over the fluid which locally strengthens its viscous properties.

Simultaneously, the interface of the two media, fluid and surface boundary, opens

the way for heat conduction to take place between the two whenever temperature

differences are to exist.

The following section summarizes knowledge of standard (free-field) viscous,

thermal and viscothermal dissipative processes in viscid fluids. For the sake of

clarity, more extensive details concerning the forms of the respective propagation

20

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



2.2 dissipative effects in fluid media

equations and dispersion relations of each dissipative process can be found in Ap-

pendix A.

Unlike previously, let’s consider the 1D propagation of time-harmonic plane

waves in a viscid fluid bounded by two surfaces, much like an infinite duct. In

the mainstream, centred around the main axis (away from the boundaries), the

amplitude of the particle oscillations is nominal but will be decreased the closer to

the boundaries as these will make the fluid adhere to them. A transition zone can

therefore be stipulated where the values of particle displacement go from nominal

in the mainstream to minimal (down to zero) at the boundaries. This transition

region is called the acoustic boundary layer – not to be confused with the ordinary

viscous boundary layer that develops over distance on a surface due to a steady

fluid flow on it. In an inviscid fluid, the flow would be frictionless and the acous-

tic boundary layer non-existent. In viscid scenarios, the thickness of the viscous

acoustic boundary layer can be defined [45] by

δBLvisc =

√
2µ
ωρ0

=

√
2ν
ω

, (2.27)

which is the distance from the wall required for the particle velocity amplitude to

increase from zero to 1/υ of its mainstream value, and where ν = µ/ρ0 is the

kinematic viscosity coefficient and µ the shear viscosity coefficient. This distance

is frequency-dependent and is usually quite small, e.g., 0.2 mm at 100 Hz. How-

ever, as illustrated further in this work, the distance can become non-negligible in

relatively narrow scenarios, thus affecting the absorption and dispersion of propa-

gating acoustic waves.

A thermal acoustic boundary layer simultaneously coexists with the viscous one.

In the mainstream, compressions and rarefactions take place adiabatically (with no

heat transfer) whereas close to the surfaces the flow tends to be isothermal (where

its remains at constant temperature, balancing any discrepancies). As the surface

can be considered as an infinite heat source (or sink), adjacent fluid particles tend

to stay at the same temperature where any deviations are quickly quenched by

heat flow from the wall to the fluid. The thermal acoustic boundary layer is thus
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2.2 dissipative effects in fluid media

(a) (b)

υ= υmax

T = T0

T = T0+ΔT

ΔT

υ= υ0

υ

Figure 2.4: (a) Viscous boundary layer for oscillating particle velocity υ. (b) Thermal

boundary layer for temperature T . (close up at the boundary)

the region near the surface where the thermal character of the flow changes from

adiabatic to isothermal. The thickness of such region is

δBLtherm =

√√√√ 2ϑ
ωρ0Cp

=

√
2µ

ωρ0Pr
=
δBLvisc√
Pr

, (2.28)

where ϑ is the heat conduction coefficient, Pr = µCp/K is the dimensionless

Prandtl number used to characterise the importance of viscosity with respect to

heat conduction, Cp is the specific heat at constant pressure (related to the specific

heat at constant volume, Cv, by the the ratio of specific heats γ = Cp/Cv) and K

is the thermal conductivity.

The two types of acoustic boundary layers can be combined into a single vis-

cothermal wave equation in order to account for both processes by deriving and

combining the momentum and energy equations of both models (see App. A). From

this, effective propagation parameters, such as the density and bulk modulus, can

be determined in order to further examine the acoustic properties of the medium,

e.g., determine wavenumbers and dispersion relations. However, such fundamental

formulation can be quite cumbersome to work with, and thus approximate models

have been developed to achieve similar goals.

2.2.3 Complex Density & Compressibility in Narrow Tubes

In 1991, M. Stinson published a paper [46] on plane wave sound propagation in

narrow and wide circular tubes, as well as a generalization of the theory for tubes

22

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



2.2 dissipative effects in fluid media

of arbitrary cross-sectional shape. There, he reviews the general Kirchhoff theory

of sound propagation in circular tubes, for which analytical approximations were

given by Zwikker and Kosten [47]. By assuming (i) a constant pressure over the

tube’s cross-section, and (ii) that excess density and pressure where comparable in

magnitude to their respective equilibrium values, the latter approximations would

allow to separate complex density and compressibility parameters into much sim-

pler forms, for both narrow and wide tubes in low and high frequency regimes.

The intermediary frequency range was later covered by Stinson’s approach, which

would also extend Zwikker and Kosten approximations to tubes of arbitrary cross-

sectional shape rather than just circular ones.

The following part of this section will focus on the physical developments of

Stinson’s paper. For ease of read, most mathematical derivations are here omitted

in exchange for a better emphasis on the conceptual steps and on the important

resulting equations.

Starting with Kirchhoff’s general theory of sound propagation in a circular tube

of radius rc containing an ideal gas of viscosity µ and thermal conductivity K,

a system of equations relating the pressure P , the temperature T , the density

ρ and the particle velocity ~υ can be determined by the linearized Navier-Stokes

force equation [39, Chap. 10], the mass continuity equation (Eq. A.1 in App. A)

and the thermally conducting wave equation (Eq. A.14 in App. A). Considering

~υ to be composed of radial and axial unit vector basis r̂ and ẑ, respectively, i.e.,

~υ = qr̂+ uẑ, a set of solutions for u (axial velocity component), q (radial velocity

component), δτ (excess temperature), p (excess pressure) and δρ (excess density)

can be expressed. Yet, the formulation for these solutions is quite cumbersome as

it still relies on differential operators, which are not only explicitly termed in most

solutions but also redundantly found within in u and q through a propagation

constant M. Even by integrating such formulations over the cross-section of the

circular tube so that most differential terms disappear along the axial direction,

the resulting system of equations can still be difficult to apply.

A simplified expression of the above system of equations can be made by assum-

ing a set of approximations: (i) that pressure is constant along the cross-section
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2.2 dissipative effects in fluid media

of the tube, and (ii) that excess pressure and density are of similar magnitude

than equilibrium values. This way the complexity of the wave propagation con-

stantM can be significantly simplified, as well as enabling a separation of viscous

and thermal effects. Applying such approximations yields much simpler average

velocity 〈u〉 and excess density 〈δρ〉 formulations, through which similarly simple

complex density and compressibility equations can be defined, For a cylindrical

duct of radius rc, the latter can be written as

ρe(ω) = ρ0

[
1− 2

rcGρ(ω)

J1(rcGρ(ω))

J0(rcGρ(ω))

]−1
, (2.29)

κe(ω) = κ0

[
1− 2(γ − 1)

rcGκ(ω)

J1(rcGκ(ω))

J0(rcGκ(ω))

]−1
, (2.30)

where rc is the radius of the cylindrical duct, Jn is the Bessel function of the first

kind and order n, and with Gρ(ω) =
√
iωρ0/η and Gκ(ω) =

√
iωρ0Pr/η. Of

course, such formulation is only valid for cylinders, and accuracy in predictions

will decrease the higher the frequency inside the circular tube, with a limit at

the cut-off angular frequency ω < 1.84c0/rc. Higher frequencies in the duct might

lead to strong higher-order modes thus invalidating the plane wave approximation.

For arbitrary cross-sectional shapes, and assuming the propagation constant

M to be very small compared to Gρ(ω) and Gκ(ω), the complex density and

compressibility functions take much general formulations which are dependent on

the type of acoustic wave solution that is being propagated.

For a rectangular cross-section, the complex density and compressibility are

defined as

ρe(ω) = ρ0
(a/2)2(b/2)2

4G2
ρ(ω)

∑
m∈N

∑
n∈N

[
α2
mβ

2
n(α

2
m + β2

n −G2
ρ(ω))

]−1 , (2.31)

κe(ω) = κ0
1

γ + 4(γ−1)G2
κ(ω)

(a/2)2(b/2)2
∑

m∈N

∑
n∈N

[α2
mβ

2
n(α

2
m + β2

n −G2
κ(ω))]

−1 , (2.32)

where a and b are the dimensions of the rectangular cross-section, αm = (2m+

1)π/a and βm = (2n+ 1)π/b.

In the case of a narrow slit of width h and length l � h, which will be of
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great interest further along in this work, the complex density and compressibility

functions can be simply written as

ρe(ω) = ρ0

[
1−

tanh(h2Gρ(ω))
h
2Gρ(ω)

]−1

, (2.33)

κe(ω) = κ0

[
1 + (γ − 1)

tanh(h2Gκ(ω))
h
2Gκ(ω)

]−1

. (2.34)

The inclusion of vicsothermal acoustic boundary layers in a waveguide can lead

to significant losses, mostly depending of the dimensions of the duct with respect

to the size of the boundary layers. Moreover, the presence of acoustic boundary

layers can induce strong dispersion, further inducing changes on the propagation

speed of the wave disturbance. Such effects shall be explored later in the thesis as

they can play a major role in metamaterial design strategies.

2.3 acoustic scattering of locally-reacting surfaces

Wave scattering can lead to many types of practical applications, such as to-

mographic reconstruction techniques used in atmospheric science [48], oceanogra-

phy [49] or biomedical imaging [50]. Scattering is also at the core of sound (and

light) diffusion. To better understand the nature behind this phenomena, the next

section emphasizes on the principles of sound reflection before dwelling on the

different theories of wave diffraction.

2.3.1 Principles of Sound Reflection

The interaction of an acoustic wave with an assumed infinitely large surface

of any kind results in three main acoustic effects, known as sound absorption,

transmission and reflection. Considering a plane wave incident at an angle ψ to

a perfectly rigid boundary at y = 0, as illustrated in Fig 2.5, the incident and

reflected pressures, pi and pr are given by

pi = Aie
i(ωt+kxcosψ+kysinψ), (2.35)

pr = Are
i(ωt+kxcosθ−kysinθ), (2.36)
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where Ai and Ar are the magnitudes of the incident and reflected waves, respec-

tively. Here, the transmission and absorption phenomena are neglected as the

boundary is assumed to be infinitely rigid. This implies a Neumann boundary

condition of the type
∂p

∂y

∣∣∣∣∣
y=0

, (2.37)

where p = pi+ pr from Snell-Descartes law of reflection. The ratio of reflected over

incident pressures defines the acoustic reflection coefficient as

R =
pr
pi

, (2.38)

which characterises the magnitude and phase of the sound waves being reflected by

the surface. In the case of oblique incidence (normal incidence being a simplified

case), the reflection coefficient can also be written as:

R =
Z
ρ0c0

cos(ψ)− 1
Z
ρ0c0

cos(ψ) + 1
, (2.39)

Z

ρ0c0
cos(ψ) = 1 +R

1−R , (2.40)

where Z/ρ0c0 = Z/Z0 is the normalized specific acoustic impedance. The admit-

tance of the surface, Υ, is defined as the reciprocal of the impedance, i.e.,

Υ =
1
Z

. (2.41)

As the real and imaginary terms of the surface impedance (viz., resistance and

reactance) provide information about the energy losses and the phase changes of

the wave being reflected, the acoustic impedance or its equivalent surface reflection

Figure 2.5: Schematic decomposition of an incident sound wave propagating in a medium

hitting a rigid boundary at y = 0 and at an angle ψ.
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coefficient can therefore give more insight into the absorbing properties of the

surface than the absorption coefficient of a surface alone, defined as

α = 1− |R2|, (2.42)

where |R2| is the magnitude of the complex reflection coefficient, therefore result-

ing in a loss of complex-valued information. This is why a lot of importance is

usually given to reflection and transmission coefficients, or acoustic impedances,

as they allow to exhibit complex-valued information about the change of acoustic

propagation at the boundary between different media.

2.3.2 Theories of Wave Diffraction

In the previous subsection, sound reflection was treated as a purely specular

phenomenon, i.e., the wavelength of the impinging acoustic wave was assumed to

be relatively small compared to the boundary it is being reflected from. The rest of

this chapter will emphasize on another aspect of sound reflection, that is diffraction.

Diffraction appears where sound waves interact with objects of similar size than

their wavelength. Due to the wave nature of the propagation, such scenario usually

involves the ability of sound waves to re-radiate from the blocking object, go around

it and spread further. This phenomenon implies that secondary sound sources

located at the boundaries of the obstacle can potentially add to each other, due

to the principle of superposition, which in turn can cause areas of destructive or

constructive interferences. The interference born from this superposition can thus

create complex radiation patterns, the shape of which can be crucial for controlling

the propagation of sound.

2.3.2.1 Helhmholtz-Kirchhoff Diffraction

The methods for predicting the amount of energy radiated from a diffracting ob-

ject are many and generally depend on the degree of mathematical acumen used

to describe the physical phenomena at play. The most common starting point for

predicting the diffracted energy pattern is through the use of the Huygens-Fresnel

diffraction principle, which states that each point on a wavefront can be considered
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the source of a new spherical wave and where the back-propagating portion of each

secondary wave is dropped. This concept of virtual secondary spreads forms the ba-

sis of diffraction theory, and can be found again in most mathematical statements

that derive from the general theory of Kirchhoff diffraction. The latter makes use

of the known Helmholtz wave equation, and applies to it the knowledge of Green’s

integral theorem. Being a variant of the more general divergence theorem, Green’s

theorem relates the surface integral of a field to its volume integral. More precisely,

it relates the scalar field U (e.g., scalar field distribution of a solution of the wave

equation over the region U , such as a pressure field expressed as p(r) = eikr/r)

and a Green’s function G in a volume V to those of an enclosing surface S (see

Fig. 2.6), expressed as∫∫∫
V

(
U∇2G−G∇2U

)
dV =

∫∫
S

(
U
∂G

∂n
−G∂U

∂n

)
dS, (2.43)

where n is the unit vector locally normal to the surface S pointing inward to the

volume. As this function is not continuous on H0 (source position), the latter must

be excluded by an additional portion of the surface of integration S′ that separates

point H0 from the volume V . The boundary conditions are normally specified in

terms of the values of the function U and its normal derivative ∂U/∂n on the

boundary. If U and G both satisfy the Helmholtz equation and have continuous

first and second partial derivatives on the surface of integration, then the volume

integral on the left side of Eq. 2.43 vanishes, where the surface integrals over S

and S′ can be re-arranged into∫∫
S′

(
U
∂G

∂n′
−G∂U

∂n′

)
dS′ = −

∫∫
S

(
U
∂G

∂n
−G∂U

∂n

)
dS. (2.44)

The Kirchhoff Green’s function GK has the form of a spherical wave evaluated

at r1 = {x1, y1, z1} generated from point H0 excluded from V by the sphere of

radius r0 = {x0, y0, z0}, so that

GK =
eikr

r
→ ∂GK

∂n
=
(
ik− 1

r

)
eikr

r
cos(n, r), (2.45)

where r = |r1 − r0| is the radius difference between the surface S and S′. Con-

sidering the limiting case of S′ vanishingly collapsing on H0 yields the Helmholtz-

Kirchhoff (H-K) integral theorem which gives the field U at the location r as

U(r) = 1
4π

∫∫
S

[
eikr

r
∂U

∂n
−U ∂

∂n

(
eikr

r

)]
dS. (2.46)
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V

H0

n

r0

n

S

S'

V'r1

r

Figure 2.6: Visual representation of the Helmholtz-Kirchhoff integral theorem through

Green’s theorem, where a volume V is enclosed by a surface S.

The latter equation allows for the field U at any point r to be expressed in terms

of its boundary values on any closed surface surrounding that point. It holds true

when (i) the scalar theory is used (which makes it more applicable in acoustics than

optics), (ii) U satisfies the Helmholtz equation, and (iii) U has first and second

partial derivatives on and within S.

2.3.2.2 Fresnel-Kirchhoff Diffraction

The Helmholtz-Kirchhoff integral is a general formulation which needs to be

further derived depending on the diffraction scenario. Let’s take the more precise

case of an observation point H0 and an aperture Σ located within a planar screen

S1 as shown in Fig. 2.7. The diffraction integral can here be evaluated as a sum

of integrals over three portions of a closed surface that include the aperture Σ,

the blocking area S1 surrounding the aperture, and the portion of the propagating

sphere S2 with radius D. In that case, two types of conditions can be assumed to

simplify the Helmholtz-Kirchhoff diffraction integral, viz., the Sommerfeld radia-

tion condition and the Kirchhoff boundary conditions.
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H0

D

r1 - r0

n

n

Σ

S2

S1

Figure 2.7: Visual representation of the Fresnel-Kirchhoff diffraction through an aperture

in a screen.

First, the Sommerfeld radiation condition simplifies the contribution of any po-

tentially diffracting secondary source outside the aperture Σ on the surface S2 to

the point where it is neglected, expressed in terms of the following limit

lim
D→+∞

D

(
∂U

∂n
− ikU

)
= 0. (2.47)

Practically, this means that the waves being radiated outside the aperture Σ, i.e.

from S1, vanish at least as fast as the original propagating spherical wave, thus

excluding their contribution to the quickly expanding surface S2.

On the other hand, the Kirchhoff – or sometimes Cauchy – boundary conditions

are used to define the values of U and its derivative ∂U/∂n over the surrounding

area S1. These can be applied if

1. Across the transparent portion of the screen Σ, both the field and its deriva-

tive are exactly the same as they would be in the absence of the screen;

and

2. In the surface region outside the screen aperture Σ, namely S1, both the

field and its derivative are zero, i.e., U and ∂U/∂n are discontinuous at the

boundary of the aperture.

Although these conditions may seem unrealistic due to the fact that if the integral

solution of U and ∂U/∂n is zero on a finite surface then its field value is zero
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anywhere, the underlying results can still be considered quite correct with respect

to experimental measurements despite the lack of physical consistency. The advan-

tage of formulating such conditions is that it greatly helps simplify the diffraction

problem from a sum of three integrals over different surfaces to just one, leaving

only the integral over the open aperture Σ.

If it is also assumed that the aperture is illuminated by a spherical wave of

unit-amplitude centred on H0, i.e., U = eikr/r , then the Fresnel–Kirchhoff (F-K)

diffraction integral is obtained:

U(r) = 1
4π

∫∫
Σ

eikr

r

(
∂U

∂n
+ ikU cos(n, r)

)
dΣ. (2.48)

On top of the previous assumptions, the latter diffraction integral holds true when

(i) a single point source radiation is considered, and (ii) the point P0 is several

wavelengths away from Σ, i.e., λ � r. The last assumption opens the way for

alternate versions of the Fresnel–Kirchhoff diffraction integral where the size of

the wavelength λ over the aperture size, but also with respect to the observing

point, is considered in different cases; bringing the notions of near- and far-field

diffraction.

H0

D

r1 - r0

n

�

S2

S1

H'0

r1 - r'0

Figure 2.8: Visual representation of the Rayleigh-Sommerfeld diffraction through an

aperture in a screen.
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2.3.2.3 Rayleigh-Sommerfeld Diffraction

The apparent inconsistency of Kirchhoff boundary conditions was corrected by

Sommerfeld when choosing alternative Green’s functions. In the first Sommerfeld

case, the Green’s function vanishes at the boundary as

GS1 =
eikr

r
− eikr′

r′
→ GS1|Σ = 0, (2.49)

where primed superscripts refer to the mirror image of H0 on the opposite side of

the screen. Replacing this new Green’s function, equivalent of a Dirichlet boundary

condition, into the H-K equation (Eq. 2.46), and simplifying it, yields

U(r) = 1
4π

∫∫
S1

(
−U ∂GS1

∂n

)
dS1, (2.50)

which is one of the Rayleigh-Sommerfeld diffraction integrals, here referred as the

first. This expression has the advantage of not necessarily needing to specify a value

for the derivative of U on S1 since the knowledge of the field U suffices in itself.

That way, if one sets U = 0 on the portion S1, the field U would remain the same

across the aperture as in the absence of screen, thus bypassing the inconsistencies of

Kirchhoff boundary conditions. Alternatively, the second Sommerfeld case employs

a Green’s function which has its derivative vanish as

GS2 =
eikr

r
+
eikr′

r′
→ ∂GS2

∂n

∣∣∣∣∣
Σ
= 0, (2.51)

where GS2 now equates to a Neumann boundary condition. This results in the

second Rayleigh-Sommerfeld diffraction integral

U(r) = −ik2π

∫∫
Σ
U(H1)

eikr

r
cos(n, r)dΣ, (2.52)

or

U(r) =
∫∫

Σ
h(H0,H1)U(H1)dΣ, (2.53)

where

h(H0,H1) =
−ik
2π

eikr

r
cos(n, r). (2.54)

Here, h(H0,H1) is a weighting factor that is applied to the field U(r) across the

aperture Σ. The Rayleigh-Sommerfeld diffraction integrals in Eq. 2.50 and Eq. 2.52

show that the field is a superposition of spherical waves (factor eikr/r) starting
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from each point in the aperture, each with an appropriate amplitude and obliq-

uity factor – an illustration of the Huygens-Fresnel principle previously mentioned.

The Rayleigh-Sommerfeld and Fresnel-Kirchhoff diffraction integrals are very

similar, with a difference in their obliquity factor. Assuming a relatively large

distance r or axial placement in the Rayleigh-Sommerfeld integral, the ubiquity

factor reduces to unity and brings both integrals to the same formulation. Being

more complete, the Rayleigh-Sommerfeld integral is thus commonly defined as a

formulation better suited for near-field situations. Depending on how far the field is

then to be estimated, further approximations to the Fresnel-Kirchhoff integral can

lead to more simple formulations of the diffraction, using either Fresnel (simplified

near-field) or Fraunhofer (far-field) integrals.

2.3.2.4 Fresnel & Fraunhofer Diffraction

In the case of the Fresnel diffraction integral, Eq. 2.48 is approximated for small

aperture sizes with respect to the wavelength (a � λ, where a is the size of the

aperture). Assuming now a 3D Cartesian coordinate system, where the aperture

lies in the (x0, y0) plane, illuminated from the left by a monochromatic wave U ,

the field can be calculated in the plane of observation (x1, y1), parallel to (x0, y0)

y1

x1

z

y0

x0

H0

H1

screen

observation

plane

r1 - r0

Figure 2.9: Visual representation of the Fresnel and Fraunhofer diffraction through an

aperture in a screen.
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but a distance z to the right (see Fig. 2.9). Starting with the Rayleigh-Sommerfeld

integral, the field in the point H1 can be described as

U(r) =
∫∫

Σ
h(x0, y0,x1, y1)U(x0, y0)dx0dy0, (2.55)

with

h(x0, y0,x1, y1) =
−ik
2π

eikr

r
cos(n, r), (2.56)

and

r ≡| r− r0 |=
√
z2 + (x0 − x1)2 + (y0 − y1)2. (2.57)

Assuming a paraxial situation, where the axial distance z is much larger than the

transverse dimensions x and y, then the ubiquity factor can be approximated to

unity, i.e., cos(n, r) ≈ 1, and the distance r in the denominator replaced by z (and

not in the exponential term as it is highly sensitive to variations), leading to

h(x0, y0,x1, y1) ≈
−ik
2πz e

ikr. (2.58)

Furthermore, the exponential term can be developed into a binomial expansion,

retaining only the first two terms, where

r ≡| r− r0 |≈ z

[
1
2

(
x0 − x1

z

)2
+

1
2

(
y0 − y1
z

)2]
, (2.59)

resulting in

h(x0, y0,x1, y1) ≈
−ikeikz

2πz e
ik
2z [(x0−x1)

2+(y0−y1)
2]. (2.60)

The entire (x0, y0) plane can be integrated if the field value outside the aperture

Σ is defined as U(x0, y0)|S1 ≡ 0. This yields the Fresnel diffraction integral

U(x1, y1) =
−ikeikz

2πz

∫∫ +∞

−∞
U(x0, y0)e

ik
2z [(x0−x1)

2+(y0−y1)
2]dx0dy0, (2.61)

or

U(x1, y1) =
−ikeikz

2πz e−
ik
2z [x

2
1+y

2
1 ]
∫∫ +∞

−∞
U(x0, y0)e

− ik
2z [x

2
0+y

2
0 ]ei 2π

λz [x0x1+y0y1]dx0dy0.

(2.62)

This expression is valid close to the aperture, on a paraxial assumption, but not

as valid as the R-S formulation due to the simplifications. This is why the Fresnel

integral is often called a near-field approximation.

When taking a distance z even larger, so that

z � k(x2
0 + y2

0)max
2 , (2.63)
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then a further simplification of Eq. 2.62 can be made where the quadratic phase

term can also be neglected, resulting in the Fraunhofer diffraction integral

U(x1, y1) =
−ikeikz

2πz e−
ik
2z [x

2
1+y

2
1 ]
∫∫ +∞

−∞
U(x0, y0)e

i 2π
λz [x0x1+y0y1]dx0dy0. (2.64)

Both the Fresnel and Fraunhofer diffraction integrals intuitively show that the

field in the observation plane U(x1, y1) is a 2-dimensional Fourier transform of the

field in the object plane U(x0, y0). Indeed, the Fraunhofer integral in Eq. 2.64 can

be seen to share much similarity with the expression of a 2-dimensional Fourier

transform of the field in the (x, y) domain into the (fx, fy) domain, such as

F {g(x, y)} =
∫∫ +∞

−∞
g(x, y)ei2π(fxx+fyy)dxdy. (2.65)

Rewriting the Fraunhofer integral in terms of the latter 2D Fourier transform gives

U(x1, y1) =
−ikeikz

2πz e
ik
2z [x

2
1+y

2
1 ]F {U(x0, y0)}fx=x/λz,fy=y/λz , (2.66)

where F denotes the Fourier transform. The spherical-divergence factor eikz/z

can usually be dropped as it does not contribute to the directivity pattern of the

diffraction field. This results in only an amplitude factor (the first exponential) ac-

companying the Fourier transform. The implications of such relation for obtaining

the scattering patterns of complex locally-reacting fields are discussed in the next

and last subsection of this chapter.

2.3.3 Wave Scattering from Locally-Reacting Surfaces

At the end of the previous subsection, it has been shown that through some

approximations the diffraction pattern of waves going through an aperture has

the same form as a spatial Fourier transform of the source field. In more practical

scenarios, the aperture assumed heretofore can take many forms. It can be an open

aperture with full wave transmission from one side of the screen to the other, but

it can also be partially-opaque (transmitting some frequencies more than others),

or even fully reflective and thus sending the wave on the opposite direction. The

diffraction surface can also have non-uniform wave properties, i.e., transmission or

reflection properties that vary in the (x0, y0) domain. These types of diffracting

surfaces, called locally-reacting due to the local reactions at normal incidence at
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each point, will be the ones of most concern in this work as they can effectively lead

to a grating (or spatial dispersion) of the amplitude and phase of the diffracted

wave. Therefore, the previous notation of the field U(x0, y0) comes in handy for

describing the wave properties of the diffracting surface. When considering a trans-

mission problem of a partially opaque screen aperture, the field U(x0, y0) can be

characterized by its transmission coefficient

T (x0, y0) =
U(x0, y0)+
U(x0, y0)−

, (2.67)

where U(x0, y0)+ and U(x0, y0)− are the wave functions immediately before and

after the aperture, respectively. Conversely, if a reflection problem is considered,

then the field can be described by its reflection coefficient (also defined in Eq. 2.38)

R(x0, y0) =
U(x0, y0)r
U(x0, y0)i

, (2.68)

where U(x0, y0)i and U(x0, y0)r are the incident and reflected wave functions at the

boundary of the surface, respectively. Such functions are generally complex, and

thus fit well within the scope of spatial Fourier transforms. If arg(T (x0, y0)) 6= 0,

the grating modifies the phase of the wave, whereas if |T (x0, y0)| 6= constant,

then the grating modifies the magnitude of the wave. A similar analysis can also

be made with R(x0, y0).

The above integral formulations are thus powerful tools as they can help de-

termine the diffracted wave field over a surface by simply specifying its spatially-

dependent transmission or reflection properties. In a reflection problem, where a

y1

x1

z

y0

x0

U(x0,y0)

screen

observation

plane

U(x1,y1)

Figure 2.10: Visual representation of the Fresnel/Fraunhofer diffraction through a

locally-reacting screen.
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near-field scattered acoustic field ps(r) is defined at a point r1 = r(x1, y1, z1) scat-

tered by a surface centred at r0 = r(x, y, z = 0), the Rayleigh-Sommerfeld integral

can therefore be re-written as

ps(r) =
−ik
2π

∫∫
S0
p0(r0)R(r0)

eikr

r
dS0, (2.69)

where r =| r1 − r0 |, p0(r0) is the incident pressure field on S0 and R(r0) is the

spatially dependent reflection coefficient of the locally-reacting surface S0.

Moving to the far-field, a transition is made between Cartesian and spherical

coordinates, where now r = r(φ, θ, r), with 0 < φ < 2π defining the azimuth,

0 < θ < π defining the elevation, and r ≈ r =| r1 − r0 | approximating the

distance of any point to the plane of the surface. By operating a second order

Taylor expansion on r (as in Eq. 2.59), it yields

| r1 − r0 |≈ r− x

r
x0 −

y

r
y0 ≈ r− cos(φ) sin(θ)x0 − sin(φ) sin(θ)y0. (2.70)

Introducing the above approximations to Eq. 2.69, the Fraunhofer approxima-

tion of the scattered far-field can similarly be described as

ps(φ, θ) = − i k2π
eikr

r

∫∫
S0
p0(x0, y0)R(x0, y0)e

−i(kxx0+kyy0)dS0, (2.71)

where the transversal components of the wavevector in the x and y directions are

given by kx = k cos(φ) sin(θ) and ky = k sin(φ) sin(θ), respectively.

This chapter provides the fundamental equations that will be applied in the

remainder of this thesis. The integral formulations in Eqs. 2.69 and 2.71 mark the

importance of the surface reflection coefficient over the resulting scattered energy.

Thus, in order to design efficient scatterers, an emphasis should be given to the

nature of the surface reflection coefficient and how it can be modified.

The equations presented in this chapter can be found in the following references:

[39] A.D. Pierce. Acoustics: An Introduction to Its Physical Principles and Applications.

McGraw-Hill series in mechanical engineering. McGraw-Hill Book Company, 1981.

[40] R.P. Feynman, R.B. Leighton, and M.L. Sands. The Feynman Lectures of Physics.

Addison-Wesley world student series. Addison-Wesley Publishing Company, 1963.
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3
TRADIT IONAL SOUND DIFFUSERS

Acoustic scattering occurs when a travelling sound wave encounters an obsta-

cle or inhomogeneity in its path, e.g., an aperture, a solid object, or a change of

medium density. This encounter results in sound breaking into secondary waves

propagating in a variety of directions. The phenomenon behind each secondary

wave spread is better known as wave diffraction. Although scattering and diffrac-

tion are often used interchangeably, the former tends to be a more global conse-

quence of the latter. Knowing the magnitude and phase of such scattered waves

can be crucial in scenarios where wave propagation control is desired.

Potential places where sound diffusers are in demand are mostly places linked

to musical performance and practice, such as concert halls, opera houses, recital

halls and recording studios. Other acoustic scattering applications can cover topics

such as 3D imaging in Non-Destructive Evaluation (NDE) techniques (echocardio-

graphy/holograms) or acoustic cloaking in human technologies (radar/sonar) and

in the animal world (acoustic camouflage). In general, scattering can be observed

in a dazzling number of physical phenomena, with one so obvious and continu-

ously present that we might forget all about it: the blue hue in the sky (Rayleigh

scattering). However exciting all these topics can be, they will here be ruled out

in favour of the former musical context.

This chapter will proceed to explain what sound diffusers are, how acoustic scat-

tering from a surface can be quantified and how it can be reduced to a sound

diffusion coefficient. Furthermore, light will be given to a few of the most popular

traditional sound diffusers. Finally, the limitations of such structures will be ad-

dressed and recent developments of modern solutions will be presented; ultimately

introducing the concept of acoustic metamaterials.
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3.1 acoustic scattering & sound diffusion

This section discusses the nature of sound diffusers, how their acoustic scattering

properties can be characterized, and ultimately, how the latter can be experimen-

tally measured.

3.1.1 What Are Sound Diffusers & What Are They Used For?

In acoustics, diffusers are used for breaking specular reflections and distributing

sound energy in space. The latter can be achieved through a specific spatial distri-

bution of the reflection coefficient, or the surface impedance, along the scattering

plane. This spatial profile of the reflection coefficient, with spatially-dependent val-

ues of magnitude and phase, will ultimately lead to a particular scattering pattern.

Remembering that scattering patterns can be considered as spatial Fourier trans-

forms of the reflection coefficient, one can then deduct the paramount importance

of determining the right sequence of reflection coefficient values along the surface

in order to break the sound in any desired way. Sound diffusers aim to achieve

this goal by affecting the phase (and sometimes the magnitude) of the reflected

sound through the implementation of locally-resonant elements across the surface.

This scheme benefits from the incorporation of different resonant elements which

posses each a certain frequency-dependent phase behaviour, hence making the lat-

ter a prime choice for the task at hand, i.e., scattering sound.

Investigations on acoustic diffusers date from the early 1970s and first appeared

as a physical sub-field deriving from the more general topic of Fourier optics – as

many analogies can be made between light waves and sound waves. The question

on which shape (i.e., the sequential profile of the varying reflection coefficient)

would be required for a surface to optimally scatter acoustic waves was investi-

gated by M.R. Schröeder in 1975. The research culminated in his renown seminal

paper [33] proposing the use of number theory sequences in sound diffuser designs,

such as the binary Maximum Length Sequence (MLS). A few years after that, he

also proposed designs based on integer sequences such as the Quadratic Residue
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3.1 acoustic scattering & sound diffusion

(b) (c)(a)

Figure 3.1: (a) Picture of M.R Schröeder (from Wikipedia [60] CC, 1993). Illustration of

(b) an MLS sound diffuser and (c) a QRS sound diffuser. (see Sec. 3.2.2)

Sequence (QRS) and the Primitive Root Sequence (PRS). These sequences would

allow particular distributions of the reflection coefficient along the surface, thus

allowing a mathematical construction of scattering structures. Additionally, these

can be designed through relatively simple means, involving elementary equations

and small regular cavities, or wells.

Grounded by his previous work on the acoustical effects of small regular res-

onators in concert halls, the proposition of using number sequences and quarter-

wavelength resonators in diffuser design led to the modern foundations of phase

grating sound diffusers, which are sometimes referred to as Schröeder diffusers in

honour to his pioneering works. Examples of such diffusers are illustrated in Fig.

3.1. Schröeder’s work was followed by decades of investigations focusing primarily

on (i) characterising sound scattered fields and finding insightful qualitative ob-

jective descriptors [53, 54], (ii) studying the subjective effects of sound scattering

fields on human perception, mostly in music [28, 55, 56], and (iii) exploring new

design paradigms for sound diffusers in order to adapt to ever-changing contextual

needs [37, 57–59]. The work presented in this thesis can be thought as an example

of the latter.

3.1.2 Coefficients of Sound Scattering Fields

Now that light has been shed on the nature and use of sound diffusers, other

insights are required in order to characterize the scattering properties of these struc-

tures and quantify them for further objective evaluations. Across many fields and

applications, two major aspects of sound scattering commonly rose to the main-
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3.1 acoustic scattering & sound diffusion

stream for determining the ability of diffusers to effectively break sound waves in a

specific way. There are the so called scattering coefficient and diffusion coefficient,

which slightly differ one from another despite the close meaning of both words.

The former rates the ability of the surface to scatter sound in a non-specular way

whilst the latter rates the uniformity of the scattered sound distribution [61, 62].

The scattering coefficient can be seen as a good descriptor in a context where

strong echoes have to be diminished. The diffusion coefficient stands out for where

sound reflections have to be evenly distributed in space. In this work, most diffuser

devices will be compared through the use of the diffusion coefficient.

As the scattered sound from a surface depends on its ubiquity angle, the dif-

fusion coefficient also depends on the angle of incidence of the impinging wave.

The directional diffusion coefficient [62], δψ, produced when a sound diffuser is

radiated by a plane wave at the incident angle ψ = (θ′,φ′) can be estimated from

the hemispherical distribution

δψ =

[∫∫
S
Is(θ,φ)dS

]2
−
∫∫
S
I2
s (θ,φ)dS∫∫

S
I2
s (θ,φ)dS

, (3.1)

where Is(θ,φ) ∝ |ps(θ,φ)|2 is proportional to the scattered intensity. Note here

the use of superscripted primes when defining ψ for separating incident angles

from reflected angles. The integration of Eq. 3.1 is performed over a hemispherical

surface (−π/2 ≤ φ ≤ π/2 and θ = 2π) where dS = dθdφ. This coefficient can be

normalized to that of a plane reflector, δflat, so as to eliminate the diffracting effect

caused by the finite size of the structure (i.e., when considering a finite system),

resulting in

δn,ψ =
δψ − δflat
1− δflat

. (3.2)

This normalization allows to characterize purely the diffusion properties of the sur-

face compared to that of a flat plane reflector. A normalized diffusion coefficient

δn,ψ ≡ 0 thus results in as much scattering than a flat surface would provide. The

other case of δn,ψ ≡ 1 conversely indicates a perfectly uniform scattering, i.e., a

spherical distribution.

In the quest of uniform scattering, it is known from Chap. 2 that the sound

field around a scattering object can be described as a spatial Fourier transform
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(a)

(b)

(c) ψ  1

-60 -48 -36 -24 -12

Figure 3.2: (a) Arbitrary phase of a reflection coefficient R(x) designed to produce om-

nidirectional scattering at f = 500 Hz. (b) Autocorrelation of R(x). (c)

Far-field scattered sound pressure produced over R(x).

of its surface reflection coefficient. Then, a more detailed way of establishing the

quality of the scattering surface may reside in estimating the quality of the auto-

correlation function of said reflection coefficient. This relation is explored through

the Wiener–Khinchine theorem, which states that the autocorrelation function of

a sequence has a spectral decomposition given by the power spectrum of that pro-

cess, i.e., that the Fourier transform of an autocorrelation function gives the power

spectrum. This relation can also be applied to sound diffusers in order to build

devices with efficient diffusion coefficient values. Consequently, from this point of

view, a good sound diffuser is one which has a delta function in the autocorrela-

tion of the reflection coefficient, as this will lead to a flat power spectrum with

respect to kx and ky when performing a spatial Fourier transform; thus providing

an even scattered energy distribution or a constant scattered amplitude in space.

An example of such process is illustrated in Fig. 3.2 where an arbitrary phase of a

reflection coefficient R(x) along the x-axis (assuming a 1-dimensional structure) is

shown next to its autocorrelation function. It can be observed that the delta-like

autocorrelation leads to an even distribution of the scattered sound energy, thus

achieving a diffusion coefficient of almost unity.
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3.1.3 Measuring Polar Scattering Distributions – ISO 17497-2

There are a few ways to measure the resulting scattered sound that is being

reflected back from a surface. In general, the process requires thoroughness in de-

tails and must take place in a perfectly controlled environment so to minimize

any potential interferences that might appear during the measurements. Proper

measurement guidance on such topic was not inscribed in any official standard

until the beginning of the 21st century. Until then, unofficial methods for measur-

ing acoustic scattering were investigated instead, such as the Mommertz-Vorlander

method [63]. Years later, these investigations lead to the Audio Engineering Soci-

ety (AES) to publish the standard AES-4id-2001 “Characterization and measure-

ment of surface scattering uniformity” [64]. The latter was adapted a few years

after by the International Standard Organization (ISO), which published in 2004

and 2012 the standard ISO 17497-2 “Measurement of the directional diffusion co-

efficient in a free field” [62]. The first one provides guidance on determining the

random-incidence scattering coefficient in a reverberation chamber, whereas the

second helps establishing the directional diffusion coefficient in an anechoic room.

As previously mentioned, a particular attention will be given to the latter coeffi-

cient throughout this work.

ISO 17497-2 stipulates the required conceptual framework chain for determining

the uniformity of the scattered field. First, the experiment must take place in a

controlled free-field environment, i.e., an anechoic chamber. Ideally, the surface

sample would be placed at the centre of the room, facing in the up direction,

whilst a speaker is placed as far as possible facing the surface, e.g., axially on top

of the surface if one considers a normal incidence case. With this set-up where a

loudspeaker radiates a chosen signal, such as an exponential sine sweep (eSweep)

or a Maximum Length Sequence (MLS) in order to obtain an impulse response,

the sound pressure being scattered by the surface can then be measured by evenly

sampling the hemispherical space around said surface. Depending on the sampling

resolution, this task can be a tedious one. If one considers a 5◦ resolution between

spherical points (commonly agreed minimal resolution), this process can lead to
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72 and 36 sampling points in azimuth (φ) and elevation (θ) planes, respectively,

resulting in 2486 measurement positions ((36-1)x(72-1)+1); and just one incident

angle. Thankfully, the process can be made easier with multi-channel acquisition

cards and/or the programming of robotic devices for rotating the sampled surface

and measuring at required intervals. A conceptual framework chain of ISO-17497-2

is shown in Fig. 3.3.

Although this process can yield scattering information about the surface, there

still can be a few processes interfering with the desired results. One of these can

be identified to be related to the slight energy response of the room, which even

being anechoic would still provide a minimal acoustic signature through the thin

metallic structural elements that may help the installation of the measurement set-

up. In order to remove such effect, the overall measurement framework must be

repeated at least twice, once with no sample present, referred to as the background

response, and a second time with the scattering surface present. When such data

is gathered, the response of the background can then be subtracted from the one

with the sample, which will also help cancel the influence of the direct sound

into the receivers, thus resulting only in the scattered response from the surface.

This process can be observed in Fig. 3.3(b) where the two insets represent the

measured and background impulse responses, the subtraction of which results in

the main impulse response displayed. Needless to say that such operations are very

sensitive to time information and that both measurements must be as synchronous

as possible. Lastly, if one aims to normalize the directional diffusion coefficient that

was obtained, a third measurement must be conducted within the same conditions

as the previous two, measuring the scattering properties of a flat plane reflector of

same dimensions as the first scattering surface.

3.2 traditional phase-grating diffusers

This subsection gives more emphasis on the mathematical methods used to de-

scribe sound diffusers and explain the physical processes that come from analytical

formulations.
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(a)

-

Figure 3.3: Measurement framework of ISO 17497-2. (a) Speaker sending a signal over a

surface sampled by a hemispherical distribution of microphones. (b) Resul-

tant scattered impulse response (IR). (c) Power spectrum of the scattered

IR. (d) Hemispherical scattered sound pressure distribution.

3.2.1 Reflection Coefficient of Phase-Grating Diffusers

Phase-grating, or Schröeder diffusers, are generally composed of a sequence of

wells with different depths. In order to understand the strategic importance of the

sequences commonly used for these devices, the physical modelling of sound prop-

agating in a well will here be discussed first. This will help determine the reflection

coefficient at the surface of the cavity; a crucial step for controlling the sequence

distribution of the reflection coefficient and thus the scattering of sound.

A well can be considered as an open-closed tube of rectangular cross-section.

Assuming a plane wave propagation inside a rigid well, this simple configuration

allows a maximum phase shift of the reflection coefficient at L = c0/4f , where f

is the frequency shift, L is the depth of the slit, and c0 is the speed of sound in

air. The 1/4 factor of the wavelength λ = c/f results in a common use of the

term Quarter-Wavelength Resonator (QWR) for referring to such type of acoustic

resonators.

One way to obtain the reflection coefficient at the top of each QWR, RQWR, is

through the use of the Transfer Matrix Method (TMM) which relates the sound

pressures, P , and normal acoustic flow velocities, V , at both extremities of the

resonator. A general overview of the TMM for a open-closed tube is given here,
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where a more detailed description of this analytical method can be found in Chap. 4.

The transfer matrix of the n-th well, Tn, of length L and height h, extending from

y = 0 to y = L is written asPn
Vn


y=0

= Tn

Pn
Vn


y=L

=

Tn11 Tn12

Tn21 Tn22


Pn
Vn


y=L

. (3.3)

The transmission matrix Tn can further be expressed as

Tn =

Tn11 Tn12

Tn21 Tn22

 = Mn
∆lQWR

MQWR, (3.4)

where Mn
QWR and Mn

∆lQWR
are the transmission matrix and the radiation correc-

tion matrix for the n-th QWR, respectively. The transmission matrix of a QWR

can be expressed as that of an isotropic homogeneous material, Mn
QWR, of unit

length L, which results in

Mn
QWR =

 cos(knwL) −iZnwsin(knw L)

−i
Znw

sin(knwL) cos(knwL)

 , (3.5)

where Znw =
√
κnwρ

n
w/Sw is the characteristic impedance of the well, κw the effective

bulk modulus in the well, ρw the density of the air in the well, and Sw = hn the

section of the well. The radiation correction from the top of the well to the free

space, Mn
∆lQWR

, can be written as

Mn
∆lQWR

=

1 Zn∆lQWR

0 1

 , (3.6)

with Zn∆lQWR
= iω∆lnQWRρ0/φnt Sw being the characteristic radiation impedance

of the n-th slit, S0 = Sw the unit cross-section, ρ0 the air density and ∆lQWR the

end correction of the well, which can be expressed as

∆lQWR = hnσn
∞∑
m=1

sin2(mπσn)

(mπσn)3 , (3.7)

with σn being the superficial porosity.

The reflection coefficient of the n-th rigid QWR, RnQWR, can ultimately be

calculated using the matrix elements as

RnQWR =
Tn11 −Z0Tn21
Tn11 + Z0Tn21

, (3.8)

47

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



3.2 traditional phase-grating diffusers

Quarter-wavelength

resonance

(b)

(c) (d)

L

0

(e)

f

Figure 3.4: (a) A QWR of depth L = 4 cm. (b) Phase of the reflection coefficient R(x)

along frequency. (c) A series of N = 5 QWRs of different depths. (d) Phase

of the reflection coefficient R(x) along the N slits. (e) Distribution of R(x)

at f = 1.5 kHz.

where Z0 = ρ0c0/So is the specific impedance of air. Alternatively, the effective

surface impedance of each slit can be expressed as

ZnQWR = Z0
1 +Rnslit
1−Rnslit

. (3.9)

This expression of the reflection coefficient holds true given the assumptions of

plane wave propagation and isotropic homogeneous medium distribution in the

well. As shown in Chap. 2, viscothermal losses from the boundary layers can be

accounted through the effective propagation parameters κe and ρe, which can then

be input into the TMM well as κw and ρw.

Alternatively, the impedance of a QWR can be obtained by the simple relation

ZQWR = −iZ0 cot(kL), from which the reflection coefficient can then be calcu-

lated. It is a simpler approach than the TMM but should give fairly similar results

under the assumptions of plane wave propagation and that no viscothermal losses

are accounted.

Based on this modelling theory, the phase response of a slit can be obtained

and plotted, as shown in Fig. 3.4. Assuming a depth L = 4 cm, one can observe

that the phase shift of the slit indeed occurs at a frequency which wavelength is

four times that of the slit depth, illustrating the concept of quarter-wavelength

resonance. Furthermore, if many slits of different heights were grouped one next

to the other, this would result in a succession of reflection coefficients of same
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overall phase shape (triangular in this case) but with different resonant frequencies.

When considering a monochromatic impinging wave, this will lead to a grating of

the reflection coefficient across the surface estimated at y = 0. Using previously

established knowledge, one can then plot the scattered pressure of the surface

according to any scattering integral.

3.2.2 Number Theory Sequences Used For Sound Scattering

Now that the reflection coefficients of rigid QWRs have been derived in the

TMM one can focus towards the various ways of creating particular phase grating

sequences in order to achieve specific scattering distributions. As discussed previ-

ously, the properties of the reflection coefficient distribution must show interesting

autocorrelation values. Mathematical sequences devised through Number Theory

can help reach such goal. Number Theory is a branch of mathematics based on

the study of integers and integer-valued functions. Considered a key aspect of

mathematics and science since ancient times, Number Theory is prominently used

today in may fields and applications, ranging from statistics and topology to com-

putation, signal processing and communication technologies. For instance, some of

the arithmetic sequences discussed below are also widely used in antennae signal

communication.

3.2.2.1 Maximum Length Sequences

A MLS is a type of pseudorandom binary sequence. That means that it only

utilizes ones and zeros and combines them in a way that seems almost random.

Emphasis on the ‘pseudo’ part comes from the fact that (i) such sequences are

deterministically constructed, and (ii) that a great number of integers is required

in order to avoid repeated patterns of number sequences. In more practical terms,

the set of values is finite, and randomness thus depends on the length of the

sequence. If the sequence is relatively short, then it is likely that some pattern

(consecutive set of ones or zeros) may be repeated thus impairing its randomness.

The irregularity of the sequence also depends on the way it is constructed. An

MLS is generated using maximal linear feedback shift registers, which cause a
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periodic loop over every possible sequence value to affect the binary value of the

n-th integer (or bit) in the sequence by shifting its value with that of the shift

register. Mathematically, an MLS can be represented by the recursive formulation

s(n+m) = s(n)⊕ s(n+m− 1), (3.10)

where n is a bit in the initial vector sequence s(n) of length N , m is the order

of the shift register and ⊕ is a XOR operator (modulo-2 sum). For instance, an

MLS of length N = 7 with a shift register order m = 3 results in the sequence

{1, 1, 1, 0, 1, 0, 0}. The initial vector sequence cannot be entirely composed of zeros

as this would freeze the loop without providing any new ‘1’ element in the resulting

sequence.

An advantage of the MLS process is that it is deterministic in the making but

results in a pseudo-random sequence with interesting properties. One of the most

important is that the MLS is spectrally flat except at DC (0 Hz), which is a relevant

characteristic not only in our present case, but in other signal-based operations

such as impulse response capture, signal multiplexing or imaging. For the random-

ness in the sequence to be high, a large length sequence N must be considered.

The more irregular and longer the sequence, the more its autocorrelation value

would tend to a delta function, ultimately leading to a Kronecker delta

δij =


1, if i = j,

0, if i 6= j.
(3.11)

In practice, sound diffusers based on MLS cannot be infinitely long and thus a

finite sequence length must be chosen. This, alongside the width of the slits, are

the two major factors in determining the overall width of the diffuser. Due to the

binary nature of the MLS, the diffuser would then result in an alternation of spatial

blocks where ones would correspond to a flat surface and zeros to a well cavity of

depth L = λ0/4, where λ0 is the wavelength of the design frequency. An example

of an MLS diffuser based on the above N = 7 sequence is likewise illustrated in

Fig. 3.5. One can observe that the scattering at the design frequency is symmetric

and is attenuated by 10 log(N + 1) dB in the normal axis but otherwise radiates

high amplitudes of energy in non-specular directions, thus providing a relatively

even scattering. If more sequence bits would be introduced then a more uniform
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(b)

(c)

(a)

(d)
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Figure 3.5: (a) Phase of the reflection coefficient RMLS along the x-axis of a N = 7 MLS

diffuser of depth L = 3 cm. (b) Far-field scattered sound pressure against

frequency. (c) Normalized diffusion coefficients δ0,n of an MLS diffuser unit

and 3 repetitions. (d) Far-field scattered sound pressure at f = 2833 Hz.

scattering would be seen.

On another note, diffuser sequences such as the one that is displayed in Fig.

3.5. can often be repeated periodically in order to cover more surface. Due to the

scattering nature of one period, the repetition of multiples generates another layer

of scattering between period units, resulting again in constructive and destructive

interferences between them. This leads to directions in space where sound is at-

tenuated and others where the scattered sound intensity is maximal. These highs

and lows in the scattering distribution caused by the periodicity of a structure

are commonly referred to as diffraction-grating lobes. In MLS designs, many rep-

etitions lead to diffraction-grating lobes with even energy, to the exception of the

zeroth order one, which is attenuated by 10 log(N + 1). Also, when the depth of

the well becomes L = λ/2, the wells re-radiate sound in phase with the sound

reflected from the flat surface elements, causing the diffuser to virtually behave

like a flat reflector. This can be seen in Fig. 3.5 by a drop in the diffusion coefficient

around 6 kHz; also visible in the phase of the reflection coefficient by the coincident

white band (0 rad) around the same frequency. This frequency at which a diffuser
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sub-units coincidently radiate sound in phase is called the critical frequency. Be-

cause of the similar depth between wells caused by the binary nature of sequence,

MLS diffusers thus have a limited bandwidth within which they can be effective

(approximatively one octave).

3.2.2.2 Quadratic Residue Sequences

In order to bypass the lack of diffusion bandwidth generated by MLS diffusers,

the Quadratic Residue sequence (QRS) became commonly used, which combines

efficient diffusion and extended bandwidth. The QRS can be determined as

s(n) = n2modN , (3.12)

where ‘mod’ is the least non-negative remainder of the prime number N . The depth

L of each well can then be determined by

L(n) =
s(n)λ0

2N , (3.13)

where λ0 is the wavelength of the design frequency. The results of an example of

an N = 5 Quadratic Residue Diffuser (QRD) is displayed in Fig. 3.6. The broader

-60 -48 -36 -24 -12

(b)

(c)

(a)

(d)

Figure 3.6: (a) Phase of the reflection coefficient RQRD along the x-axis of a N = 5

QRD. (b) Far-field scattered sound pressure against frequency. (c) Normal-

ized diffusion coefficients δ0,n of a single QRD diffuser unit and 3 repetitions.

(d) Far-field scattered sound pressure at f = 2000 Hz.
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bandwidth of QRDs is enhanced by the various slit depths postponing the critical

frequency up to fc = Nf0, where f0 is the design frequency. Asides the broader

bandwidth covered by such sequences, QRDs benefit in that the diffraction lobes

generated by multiple diffuser repetitions yield the same energy. These two aspects

of QRDs, broader bandwidth and even diffraction lobes, have resulted in the quick

success of the sequence amongst the acoustic community.

3.2.2.3 Primitive Root Sequences

The Primitive Root sequence (PRS) is quite different in scope than the previous

sequences, in that it aims to reduce the energy reflected in the specular direc-

tion, producing notches in the scattering distributions at discrete frequencies. The

formulation of the PRS can seem familiar with the QRS:

s(n) = rnmodN , (3.14)

where N is an odd prime and r is the primitive root of N . The way the sequence of

a Primitive Root Diffuser (PRD) is built results in N − 1 wells per period. Similarly

to the QRD, the PRD provides a relatively broad sound diffusion bandwidth and

displays even diffraction lobes when repeated – a feature made possible due to the

modulo operator. The ability of a PRD to reduce specular reflections improves as

the prime number N increases.

3.2.2.4 Ternary Sequences

A Ternary Phase Sequence (TPS) is made with three variations of bits, in con-

trast to the binary nature of the MLS. A ternary sequence is thus composed of 1’s,

0’s, and -1’s. Here, the meaning of each value has to be reviewed. 1’s and -1’s cor-

respond to the binary values obtained out of an MLS, where the zeros of the MLS

have now been changed to -1s. This change is operated to give more physical sense

to the sequence, as 1’s reflect the sound waves without phase shifts and -1’s reflect

them in opposite phase (at the design frequency). Thus the 0 elements introduced

in a ternary sequence physically refer to sound absorption, therefore introducing

the main advantage of these hybrid sequences: scattering sound but reducing the
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Figure 3.7: (a) Phase of the reflection coefficient RP RD along the x-axis of a N = 6

PRD. (b) Far-field scattered sound pressure against frequency. (c) Normal-

ized diffusion coefficients δ0,n of a single PRD diffuser unit and 3 repetitions.

(d) Far-field scattered sound pressure at f = 1000 Hz.

energy conveyed in certain directions.

However, the way ternary sequences are usually generated in optical applications

does not grant effective scattering as they aim to maximize the power carried by a

signal. This results in a low amount of 0’s in the sequences, disrupting the balance

of bit elements that would be required for efficient sound scattering. T. Cox and P.

D’Antonio devised a way for designing ternary sequences that is better suited to

sound diffuser applications [37]. It mainly consists in balancing again the sequence

bits in order to aim for a high sequence autocorrelation and nominal absorption

values. To achieve such goal, two MLS of length = 2m− 1 must be formed, under

the constraint that the order of the sequences m 6= 0 mod 4. Then, the MLSs

need to have suitable cross-correlation properties. This can be done by forming

the first MLS and sample it at a different sample rate to generate the second

complimentary sequence. A sample rate ∆n = 2k + 1 can be chosen, where k is an

integer. Additionally, a parameter e = gcd(m, k) can also be defined, where ‘gcd’

is the greatest common divisor. For this parameter to lead to a correct distribution
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sn = 1 -1 -1 0 -1 1 1 0
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Figure 3.8: (a) Phase of the RT P D along the x-axis. (b) Magnitude of RT P D along the

x-axis. (d) Far-field scattered sound pressure at f = 500 Hz.

of cross-correlation values, m/e must be chosen as odd. Then, the two MLSs can

have a cross-correlation Sab(τ ) displaying three values,

Sab(τ ) =



−1 + 2(m+e)/2, occurring 2m−e−1 + 2(m+e)/2 times,

−1, occurring 2m − 2m−e − 1 times,

−1− 2(m+e)/2, occurring 2m−e−1 − 2(m+e)/2 times.

(3.15)

This will give the total number of 1’s and −1’s in the sequence by ≈ N(1− 2−e),

i.e., the amount of reflective surface. In the high frequency regime, when λ < d, the

absorption coefficient of the diffuser can be defined as α = 1− 2−e. If a ternary

diffuser is designed so that α ≈ 0.5, this implies that e = 1, meaning that the

order of the MLS, m, must be odd.

The ternary sequence cn can ultimately be formed by

cn = 2−(m+e)/2(Sab(τ ) + 1). (3.16)

Figure 3.8 illustrates the phase and magnitude of the reflection coefficient of a

N = 8 Ternary Phase Diffuser (TPD) along the x-axis. It can be observed that the

reflection coefficient profile displays sound absorption for the 0 index bits due to

a complete reduction in the magnitude with no phase shift. Alternatively, phase

inversion is provided by -1 elements with no change to the reflect sound magnitude

and in-phase reflection is provided for 1 elements with no change in both phase

and magnitude. The scattering pattern of the TPD illustrates a reduction in the

specular reflections whilst maximising scattering at other angles.
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3.2.2.5 Alternative Sequences

Besides the above-mentioned sequences, many other can be found across the lit-

erature. Quadriphase sequences have been studied [37] for counteracting the lack

of diffusion at multiples of the design frequency of ternary diffusers, although the

complexity of the sequence design requires deeper mathematical considerations.

Index sequences making use of polyphase Legendre sequences were explored by

Schröeder [65] and were found to have similar properties to PRS. Furthermore, us-

age of the Zadoff-Chu sequence [66], providing a perfect delta in the autocorrelation

function, has also been investigated. Despite it’s apparent appeal, its practical im-

plementation in sound diffusers resulted in similar behaviour to that of the QRS.

However, new computational paradigms making use of optimization algorithms

have been devised to improve the scattering of sound diffusers [67]. These would

try to optimize (e.g., minimize) a function given a cost function and search for

a sequence (monophase or polyphase) that leads to the desired scattering distri-

bution whilst agreeing with any constraints. The rise of computer technology has

made this approach a viable one, and it will be explored later on this work.

3.2.3 Sequence Periodicity & Modulation

The inter-scattering of periodic repetitions of a scattering structure gives rise to

diffraction lobes, i.e., focused zones of high scattered sound energy with pseudo-

null values between them. Such diffraction lobes have been illustrated in each of the

previous diffusers, in which cases most sequences aimed towards generating lobes

with even energy. Diffuser repetitions can be generally encountered in situations

where a balance needs to be struck between diffuser area coverage and manufac-

turing constraints. On the one hand, large diffusers (large unit width) of several

meters long can be too large to efficiently transport and mount. On the other hand,

small diffusers (small unit width) often come with poor diffusion properties. This

is one of the main reasons why small to medium-sized diffusers are generally put

together in arrays. Yet, repetitions of diffuser sequences can generate even diffrac-

tion lobes, resulting in a somewhat even distribution.

However, two main disadvantages can clearly be observed from the use of repe-
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titions. Firstly, the greater the number of diffuser repetitions of fixed periodicity

width, the greater the Q factor of the grating lobes. This progressively leads to a

decrease of the overall directional diffusion coefficient as it is an autocorrelation

of the scattered sound pressure in space. Yet, a too small number of repetitions

leads to largely spaced diffraction lobes, making clear near-null areas where sound

is almost entirely cancelled. Secondly, such diffraction grating can cause a comb-

filtering of the reflected sound due to the superposition of different phases, affecting

the frequency content of the original sound and potentially altering the sensation

of pitch (colouration phenomenon).

This set of drawbacks makes the design of some diffusers quite paradoxical, such

as the QRD, which is said to provide even diffraction lobes when repeated, yet these

lead to more uneven scattering.

In order to overcome such negative effects, sequence periodicity can be mod-

ulated and made aperiodic in the same way the bits of each sequence are put

together to obtain efficient sound diffusers. This technique is called sequence mod-

ulation and can yield impressive results, albeit at the cost of space.

By defining a new sequence composed of j diffusers each with N individual slits,

then a sequence can be thought of such that some diffuser units reflect sound in

a different phase than some others. Again, like all the previous ones, the sequence

needs to have good autocorrelation properties. A good example in this case would

be to use a Barker sequence [26, 68]; an aperiodic binary sequence whose Fourier

transform is the flattest possible for a binary sequence. The advantage of using

Barker sequences instead of MLS or Zadoff-Chu sequences is that they don’t re-

quire a large amount of integers to exhibit good autocorrelation values, with a

maximum length j = 13. This is a welcome feature in the present case of diffuser

repetitions as they are usually repeated only a few times. A Barker modulation

can thus help enhance the scattered distribution of the diffuser array despite the

larger area being covered.

Considering the case of j = 3 repetitions of a QRD, the respective Barker se-

quence gives {+1,+1,−1}. In this sequence and in the present context, +1 can

refer to a normal QRD and −1 to a QRD unit in opposition of phase (±180◦). This
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RBMQRD ps,BMQRD
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Figure 3.9: (a) Phase of the reflection coefficient RBMQRD along the x-axis of a N = 15

BMQRD diffuser of varying depth. (b) Far-field scattered sound pressure

against frequency. (c) Normalized diffusion coefficients δ0,n of a BMQRD

diffuser unit and 3 QRD repetitions. (d) Far-field scattered sound pressure

at f = 2000 Hz.

phase shift can be obtained by ‘pushing down’ the diffuser unit deeper so that the

individual wells become longer, therefore adding to the phase change. The amount

of distance required to do so can be calculated by subtracting the integer depth

value of individual wells by the overall number of bits, N , of the diffuser. An illus-

tration of such scheme is displayed in Fig. 3.9, where it can clearly be seen that the

scattering obtained from the Barker-modulated QRD has significantly improved

compared to that of the normal QRD repetitions.

The improvements in sound diffusion yielded by a Barker modulation can have a

critical impact in mitigating the adverse effects of diffuser periodicity. However, one

major disadvantage of such scheme resides in the added depth of the overall diffuser

structure. As an example, QRDs have already a nominal depth L = λ0/2 (depth

of the deepest well). Depending on the desired design frequency, a QRD can get

relatively bulky if aimed towards mid to low frequencies, e.g., 27 cm depth at f0 =

500 Hz. Adding extra depth to such diffuser design can become quite impractical

depending on the contextual space limitations. Here, the Barker modulated-QRD
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in Fig. 3.9 has a depth L ≈ 40 cm, which increases significantly the size and weight

of the sound diffusing structure.

3.3 limitations of traditional sound diffusers

This final section discusses the limitations of traditional sound diffusers, em-

phasizing on design theory assumptions, on the practical considerations of typical

quarter-wavelength sound diffusers, as well as on the novel strategies that were

lately reported to bypass such issues.

3.3.1 Design Methodology Considerations

The design methodology used in this chapter to describe the surface reflection

coefficient and the scattered field of a sound diffuser composed of an array of

QWRs of varying depth relies on subtle assumptions which can sometimes be eas-

ily overlooked or forgot in the design process.

First, one of the main assumptions used in the TMM is that of plane wave

propagation in the wells, which is considered true only if the wavelength of the

impinging wave is bigger than the width of the slit, i.e., λ� h, where h is the well

width. Should the wavelength start to diminish to the point where it is not longer

larger than the well, higher order modes (e.g., transversal) might start to appear

and lead to different results.

Secondly, no visco-thermal losses made by the acoustic boundary layers inside

the slits were accounted for. This still holds true until the slit width is at least 2

cm wide, with 4 cm commonly assumed to be a safe minimal width. Below such di-

mensions, visco-thermal losses due to boundary layers will start to have an impact

and would thus need to be considered, as is the case of acoustic metamaterials.

Another assumption is that of locally-reacting wells, meaning that the state

of acoustic pressure and particle velocity is assumed to be the same over the

boundary of the open cavity, leading to a homogeneous surface impedance (and

reflection coefficient) across the opening. In practical terms, points close to the
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center of a cavity act slightly differently than those close to the boundaries with

the neighbouring wells. In a similar thought, the radiation of each well into its

close neighbours is also neglected, e.g., evanescent waves along the surface. These

practical assumptions can often explain certain variations between analytical mod-

elling and measurements and/or simulations. However, consistent results can still

be obtained despite these simplifications.

One last major assumption used throughout the previous examples remains in

the choice of the scattering integral being used. As a reminder of Chap. 2, ev-

ery integral (F-K, R-S, Fresnel, Fraunhofer) comes with a set of field simplifica-

tions (e.g., small signal approximation, single point source radiation, far-field, etc.)

which depending on the situation at hand can become sufficiently important as to

be significant. The results presented in this work will nevertheless consider these

underlying assumptions to be true.

3.3.2 Quarter-Wavelength Bulkiness & Space Inhibition

Briefly mentioned in Sec. 3.2.3, most diffuser designs making use of QWRs can

result in bulky structures in the mid- to low frequency regimes. This is inherently

due to the acoustic resonance mechanism at play in open-closed tubes which is set

Figure 3.10: Queen Elizabeth Hall, Southbank Centre, London. Deep sound diffusers are

installed behind the stage. [photo from Ramboll UK Ltd.]
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to a quarter of the design wavelength. In a QRD, the deepest slit has a dimension

set to L = λ0/2 (half a wavelength) in order to be truly effective at a frequency

twice as high. For example, with a design frequency of f0 = 500 Hz a QRD would

thus turn out into a structure 27 cm deep; working optimally at 1 kHz. Another

QRD designed for f0 = 250 Hz, working best at 500 Hz, would result in a struc-

ture 56 cm deep. Such bulky diffusers can sometimes be seen in concert halls, as

illustrated in Fig. 3.10. Other quarter-wavelength sound diffusing strategies would

also have similar size constraints. Furthermore, the depth, and therefore volume

of the structure, have both a major impact on its weight, which would also vary

according to the density of the manufacturing material. In summary, the larger the

diffuser the heavier it also gets. Consequently, depending on the range of frequen-

cies being covered, it can be quite challenging sometimes to fit a sound diffuser

into a practical environment, even more so in places where space and mass are

already at a premium.

Critical musical environments that might require acoustic diffusion but also have

strong limitations with regards to space are primarily recital rooms, orchestra pits

in opera houses and recording studios. The space limitations in such environments

come from (i) building constraints which limit the amount of workable space, (ii)

logistical constraints which are made by the equipment required in the room, such

as pianos, drum kits, electronics, or the amount of people to fit, and (iii) acous-

tical constraints which are in charge to find a balance between acoustic quality

and the aforementioned limitations. For example, some recording studios often

shorten even more the available space by building a room within a room for op-

timal sound isolation/insulation purposes, where the remaining space is generally

further reduced to fit the required technical equipment. In the case of orchestra

pits and some recital rooms, the sheer amount of musicians, chairs, stands, and

instruments being present in the environment is the major logistical constraint,

where musicians get a little more or a little less than 1.5 m2 each on average [69,

70]. In both situations, space from the walls is thus a precious commodity. Within

this context, it has been a growing challenge to design acoustic diffusers that can

be contained into ever small practical dimensions.
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3.3.3 Late Developments in Modern Sound Diffusers

In the quest for minimising the size of sound diffusers, the most crucial aspect

to study comes down to lowering the resonant frequency of the quarter-wavelength

diffuser units, as achieving a lower resonant frequency within existing diffuser di-

mensions is equivalent to achieve good diffusion at usual frequencies within smaller

dimensions. Following such goal, many strategies have been tried. T. Cox et al. [34]

proposed folding strategies that minimize space by bending QWRs between and

underneath their neighbours, thus extending their length and boosting low fre-

quency diffusion. Similar attempts in lowering the resonant frequency were made

by J. Hunecke et al. [71] who introduced a QWR model closed by perforated or

micro-perforated sheets on top of it. P. D’Antonio [38] commercialised optimised

sound diffusers made of slotted panels incorporating two-dimensional Helmholtz

resonators (HRs) instead of QWRs. By using HRs, the resonance frequency of each

slit can be down-shifted, thus extending the bandwidth at which efficient sound

diffusion can occur.

This idea of using HRs instead of QWRs has recently been revisited by using

the rising concept of metamaterials, which are “composite structures whose wave

functionalities arise as the collective manifestations of its locally resonant con-

stituent units” [72]. For example, a block of wood would have physical properties

(e.g., density, bulk modulus) dictated by its chemical/atomic composition whereas

a metamaterial would gain its physical properties by its structure or arrangement

rather than the material it is actually made of. A basic example of an acoustic

metamaterial could simply consist of an array of HRs loaded inside a waveguide,

achieving deeper subwavelength features due to the coupling of the HRs with the

tube [73]. In that sense a HR is a unit cell of the metamaterial.

Considering that Schröeder diffusers are already a sort of structure with locally

resonant units (sequence of QWRs), it indeed seems that such sound diffusers al-

ready fit the wide definition of metamaterials. However, the notion of Schröeder

diffusers can be imagined as an early precursor of modern acoustic metamaterials,

where the resonant nature of its constituents can now be enhanced manifold, allow-

ing the design of structures presenting efficient sound diffusion properties within
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much deeper subwavelength dimensions.

In 2017, Zhu et al. [74] revisited the problem of sound diffuser bulkiness by

designing an ultra-thin QRD using a planar array of HRs focused on the low

frequency range. These innovative diffusers do not have porous absorbent inside

the HRs, in opposition to Ref. [38] above, but rather rely on the tuning of ther-

moviscous losses to work to deeper frequency regimes. Also, such diffusers only

work optimally in a particular frequency range for a particular design and do not

present adaptable geometry. Right before the beginning of this work, N. Jiménez

et al. published in July 2017 a scientific article [75] discussing new state-of-the-art

sound diffusers, called metadiffusers. More specifically, they developed adaptable

metamaterial-inspired sound diffusers optimized on a deep-subwavelength regime

which could display efficient sound diffusion performance within dimensions 1/10th

to 1/20th thinner than ordinary sound diffusers, with some being as small as 2 cm;

making an ideal candidate for the topic of this research as (i) space is critical re-

source, and (ii) they can be optimized to fit a multitude of custom designs.

The concept of metadiffusers relies heavily on the previously illustrated res-

onating mechanism inherent to acoustic metamaterials. As such, metadiffusers are

rigidly backed slotted panels where each slit is loaded by an array of HRs (see

scaled scheme in Fig. 3.11). As it will be seen in the next Chapter, this causes

the quarter-wavelength resonance of the slit to be shifted into deep-subwavelength

extents, therefore strongly reducing the effective thickness of the panel [76–78].

The geometry variables of metadiffusers are very flexible and can be determined

following an optimization procedure. Therefore, many designs were proposed in

Ref. [75] were based on numerical sequences that already exist for traditional dif-

fusers, e.g., Quadratic Residue, Primary Root and Ternary Phase sequences. Some

others metadiffuser schemes which do not follow any particular sequence but aim

to maximise sound diffusion and/or sound absorption will also be discussed in this

work [79].

The research by N. Jiménez et al. opens the way for compact sound diffuser

designs for musical listening rooms where space is limited, such as orchestra pits
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Figure 3.11: (a) Scheme of a Schröeder diffuser composed by N = 7 wells. (b) Conceptual

scheme of a metadiffuser composed of N = 7 deep-subwavelength slits, each

of them loaded by M = 3 HRs. (c) Detail of a slit of the metadiffuser

showing the geometrical parameters of the cavity of a HR (wc and lc) and

its neck (wn and ln). (After Jiménez et al. [75])

and recording studios. This significant change in dimensions holds great potential

as such metasurfaces can fit well within strict space limitations. Although some

metadiffuser designs were already thought off by the start of the present research,

plenty of room is still left for further experimental and numerical validations as

well as for exploring new paths for controlling sound diffusion using such structures.

The equations presented in this chapter can be found in the following references:

[26] T. J. Cox, and P. D’Antonio. Acoustic Absorbers and Diffusers: Theory, Design

and Application. Crc Press, 2009.

[37] T. J. Cox, J.A.S. Angus, and P. D’Antonio. Ternary and quadriphase sequence

diffusers. The Journal of the Acoustical Society of America 119:310-319, 2006.

[53] T. J. Cox, and P. D’Antonio. Schroeder Diffusers: A Review. Building Acoustics

10:1-32, 2003.

[62] ISO 17497-2. Acoustics – Sound-scattering properties of surfaces – Part 2: Measure-

ment of the directional diffusion coefficient in a free field. International Standards

Organisation, 2012.

[80] N. Jiménez, J-P. Groby and V. Romero-García. Sound Waves in Metamaterials

and Porous Media. Chapter 1. The transfer matrix method in acoustics: Modelling

one-dimensional acoustic systems, phononic crystals and acoustic metamaterials.

Springer, 2021,
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4
ACOUST IC METAMATERIALS : LOCALLY -RESONANT

STRUCTURES

Phase grating diffusers, or Schröeder diffusers, are acoustic devices designed

to disperse sound in space and time. Such diffusers usually make use of Quarter-

Wavelength Resonators (QWR) in the form of wells which possess a resonant fre-

quency f0 = c/4L, where c is the speed of sound and L is the depth of the res-

onator. However, it has been pointed out that diffusers based on such resonators

can often result in bulky structures for mid- to low frequency regimes. Reducing

the depth required to manipulate the reflection coefficient of the resonant units

has thus been a growing endeavour. Modern advances in the field of wave con-

trol materials and structures made over the recent years lead to the application

of cutting-edge strategies, such as metamaterials, for down-shifting the resonant

frequency of sound diffusers to deep-subwavelength extents.

Most of this chapter will discuss the origin and implications of metamaterials

in acoustics, and how these structures affect the constitutive wave propagation pa-

rameters (viz., density and bulk modulus) at local and global scales. Further along,

some core concepts of metamaterials will be discussed, leading to an upgrade of

the previously established Transfer Matrix Method (TMM) that was used for deter-

mining the acoustic propagation in a QWR. The new formulation will be applied

to a waveguide backed with a periodic array of Helmholtz resonators (Helmholtz

Resonator (HR)) and will account for viscothermal losses made by acoustic bound-

ary layers as well as radiation corrections for the resonating unit cells.

Finally, light will be shed on metamaterial-inspired deep-subwavelength sound

diffusers known as metadiffusers – the cornerstone of this work. Details on how

they are designed and how they work will be laid out, leading to a comparison

with their traditional counterparts.
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4.1 resonant unit cells – the core of metamaterials

This section introduces the concept of metamaterials and outlines the analytical

modelling of a simple acoustic metamaterial and its constituent units in the form

of Helmholtz resonators (HRs).

4.1.1 The Broad Horizons of Acoustic Metamaterials

The first conceptual works on metamaterials – although they were not named as

such until later – date back to the late 1980s. By then, most academic discussions

on the topic dwelt on issues rising from quantum mechanics, more precisely on the

study of periodically arranged atomic lattices which would form high transmission

energy bands along with bandgaps with no transmission at all [81–83]. Due to

the analogous wave formulations between quantum mechanics, optics and acous-

tics, these studies sprung the advent of photonic and phononic crystals [84–86],

which are periodic structures affecting the motion of light waves or sound waves,

respectively. In order to be effective, these must however be of the order of the

relevant wavelength, resulting in relatively sizeable structures in audible acoustic

applications.

The emergence of metamaterials in the first decade of the 21st century addressed

dimension issues but also introduced new functionalities not found previously in

ordinary materials. Metamaterials could be be defined as “structured composites

whose wave functionalities arise as the collective manifestations of its locally res-

onant constituent units” [72]. Due to the resonant nature of its constituents, the

relevant wavelength at the resonant frequency can be orders of magnitude lower

than the physical dimension of the resonant unit; making subwavelength and deep-

subwavelength features common to most metamaterials. These structures also pos-

sess the ability to manipulate waves in such way that no naturally occurring mate-

rial has been found to do (e.g., negative or near zero density and bulk modulus in

acoustics). This brings a second broader definition, which from the Greek “meta”

(beyond) and the Latin “materia” (matter, material), a metamaterial is any en-

gineered composite that has physical properties that are not found in naturally
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Acoustic Metamaterials

Phononic Crystals

- wavelength: λ ~ λB = 2a

- Bragg interferences

- deep-subwavelength: λ >> λB

- local resonances

- identical unit cells (lattice)

- different unit cells

(a)

(b)

Figure 4.1: Conceptual comparison between phononic crystals and acoustic metamate-

rials. (a) Example of a phononic crystal bending sound made of a periodic

lattice of identical unit cells (from [87]). (b) Acoustic metamaterial refract-

ing sound made of periodic non-identical resonating unit cells (from [88]).

occurring materials. Although the academic community is yet to entirely agree

on a set definition for metamaterials, one of these two definitions is often stated,

where an emphasis is regularly made on the fact that theses structures are (i) en-

gineered with a specific purpose, and (ii) that they are composites, meaning that

they can be made of multiple elements different in nature (which may contrast with

photonic/phononic crystals). Figure 4.1 shows a comparison between a phononic

crystal and an acoustic metamaterial. One of the major differences between these

two types of structures is that of their typical working spatial scales. Phononic

crystals work around scales of the order of the unit cell λ ∼ λB = 2a, where λB
is the Bragg wavelength (bandgap centre wavelength) defined as twice the size of

the unit cell a, whereas acoustic metamaterials work at orders of magnitude below,

i.e., λ� λB. The latter is due to the resonating nature of the unit cell, which does

not necessarily needs to be identically repeated.
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Generally, metamaterials (and crystals) are used to control, direct, or manipu-

late waves in their respective media. In acoustics, controlling sound waves is made

by manipulating the effective propagation parameters of the wave equation such

as density, ρ, and the bulk modulus, κ, which are related together by the Newton-

Laplace formulation for the speed of sound where c =
√
ρ/κ. More specifically,

metamaterials can display negative values of the effective propagation parame-

ters [72], a feature that is not commonly found in nature and that can be of crucial

impact in design strategies. By affecting such fundamental parameters, acoustic

metamaterials can be engineered to transmit, reflect, trap, or amplify mechanical

waves at certain frequencies in gas, liquid or solid media. As such, acoustic meta-

materials come in a variety of shapes for many wave control applications, going

from cloaking [89] to trapping [77, 78] and imaging [48], with scales ranging from

ultrasonic [50] to seismic wavelengths [90].

Based on the previous definitions, a basic example of an acoustic metamaterial

can be made by considering a series of resonators lined within a waveguide, e.g., a

duct. Before studying the effective implications of periodicity in such case, priority

should be given to define the acoustic properties of the locally-resonant unit cells,

and how they come into play within an overall mathematical description of a

periodic system.

4.1.2 Locally-Resonant Elements in Waveguides

Assuming plane waves propagating inside a waveguide of rectangular or cylin-

drical shape, such as a duct, the change in acoustic pressures and normal particle

velocities from one end of the duct to the other can be described through a two-

port transmission line. The TMM outlined in Sec. 3.2.1 is a good mathematical

tool that can be used to describe such transmission line by a matrix formulation

of its constituting elements.

First, in the case of a 1D plane wave propagating in a homogeneous isotropic
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homogeneous

isotropic material

P|x = 0

V|x = 0

Figure 4.2: Two-port representation of a homogeneous isotropic material bounded within

a waveguide of length L.

material bounded between two rigid boundaries (see Fig. 4.2), the transfer matrix

T characterizing the material between x = 0 and x = L can be written asP
V


x=0

= T

P
V


x=L

, (4.1)

with

T =

 cos kL −iZ̃ sin kL

−i sin kL/Z̃ cos kL

 , (4.2)

where Z̃ = Z/S is the flow formulation (V = vS) of the characteristic impedance

of the medium over the section S, k is the wavenumber, and L is the length of the

material along the x direction. This formulation considers continuity of pressure

and flow along the main propagation direction. Yet, some elements can be added

within the transmission line which can induce pressure or flow drops in other

directions, which is usually the case with locally resonant elements.

Assuming now that a resonating element of lateral dimension ∆x is much smaller

than the wavelength of the propagating wave, the element can then be considered

as a punctual resonator. The transfer matrix of this infinitesimal element can be

defined in a similar way as Eq. 4.1, but where the transmission matrix T depends

on how the locally-resonating element is loaded within the duct.

4.1.2.1 Side-branch (parallel) elements

One of the ways a locally-resonant element can be implemented to a waveguide

is by loading it to one of its boundaries, as shown in Fig. 4.3. The loaded element

can be of variable nature, i.e., an open or closed duct, a HR, or any complex-
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locally resonant

element (paralell)

P|x=0

V|x=0

P|x=Δx

V|x=ΔxΔP

Δx << λ

ZR

Figure 4.3: Two-port representation of a side-branch locally-resonating element loaded in

parallel in a waveguide. The resonator introduces a flow drop while pressure

is continuous.

shaped dead-end cavity. On the one hand, the pressure remains constant along the

element, i.e.,

∆P = P |∆x − P |0 = 0, or P |0 = P |∆x. (4.3)

On the other hand, a flow drop at the side-branch resonator implies

∆V = V|∆x −V|0 =
P |0
Z̃R

, (4.4)

where Z̃R the characteristic impedance of the resonator.

The equations relating pressure and flow at both sides of the loaded element can

then be expressed as

P |∆x = P |0, (4.5)

V|∆x = V|0 + P |0
Z̃R

, (4.6)

which can be re-written in matrix form to give the transmission matrix of the

parallel connected element, Tp, as

Tp =

 1 0

1/Z̃R 1

 . (4.7)

4.1.2.2 In-line (series) elements

In contrast to the side-branch (parallel) resonator, an in-line locally-resonant

element is implemented in series within the waveguide, i.e., across its section, as
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locally resonant

element (series)

Δx << λ

ZR

Figure 4.4: Two-port representation of an in-line locally-resonating element loaded in

series in a waveguide. The resonator introduces a pressure drop while flow is

continuous.

shown in Fig. 4.4. This element can be either a membrane, a plate, or even a section

of air stuck between two other elements. In such situation, the flow is continuous

across the resonating element, resulting in

∆V = 0, or V|∆x = V|0. (4.8)

However, the punctual resonator now implies a pressure drop expressed as

∆P = P |∆x − P |0 = Z̃RV|0. (4.9)

This leads to the equations relating pressures and particle flows at both sides:

P |∆x = P |0 − Z̃RV|0, (4.10)

V|∆x = V|0. (4.11)

In a similar approach as for the parallel resonators, the matrix form relating these

two equations allows to obtain the transmission matrix of series elements, Ts, as

Ts =

1 Z̃R

0 1

 . (4.12)

Although QWRs discussed in Sec.3.2.1 (i.e., wells) can be a type of locally-

resonant element fitted along a waveguide, the implementation of HRs can further

enhance the physical properties of the system and shall thus be discussed in more

details.

71

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



4.1 resonant unit cells – the core of metamaterials

4.1.3 A Helmholtz Resonator (HR) Overview

This section will emphasize on the physics of HRs, on the expression of their

acoustic impedance and how they can be integrated within a periodical system.

4.1.3.1 Simple Undamped Harmonic Oscillator

In order to be effective, a metamaterial needs to possess unit cells with inter-

esting physical properties. In acoustics this often translates in a unit cell that

displays complex relative motions between its constituent components, i.e., one

that displays an inertial response that differs from one of a rigid body. A classical

example of such unit cell comes in the form of a Helmholtz resonator (HR), which

is constituted by a cavity enclosing a volume opened to the outside by a lump

element, called the neck, often of rectangular or cylindrical shape (see Fig. 4.5).

This resonating device is well known in literature as an ideal analogous example of

a mass loaded on a spring (i.e., simple harmonic oscillator), where the volume of

ln

wn

lc

wc
Δl1 Δl2

M

K

ZHR

x

x = L x = 0
(a)

(b)

(c)

Figure 4.5: (a) Representation of a HR in function of its geometrical variables, with neck

length corrections ∆l1 and ∆l2. (b) Equivalent mechanical diagram of a simple

harmonic oscillator of stiffness Ks and massM subject to displacement x. (c)

imaginary part of the oscillator’s impedance plotted as function of angular

frequency ω.
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air inside the cavity of the HR can be viewed as a spring and the one in the neck

as a mass. This is due to the fact that the volume of air inside the neck, Vn = lnwn

in 2D, is pushed in and out of the resonator, and thus respectively compresses and

expands the cavity volume, Vc = lcwc, when an external force is applied, such as

that of a sound wave.

When considering such simple analogy, one falls into the ideal situation for which

Hooke’s law applies, where the restoring force of the spring, Fs, can be related to

its displacement from its equilibrium position, x, and its stiffness coefficient, Ks,

by the relation Fs = −Kx. The sum of the system’s balancing forces, F , made of

the interaction of a mass and a spring can then be viewed as

F = Fm − Fs, (4.13)

or F = Ma+Ksx, (4.14)

where Fm = Ma is the force of the mass given by Newton’s second law of motion,

and a is the acceleration of the mass M .

The mass M of the volume Vn can be defined as M = Vnρ. The acceleration

a can also be easily determined by operating a second order derivative over the

displacement x, i.e., a = d2x/dt2. Concerning the restoring force of the spring, i.e.,

the cavity, one can consider that the volume of air in the neck moves out bodily

by a small amount ξ, which leads the volume Vc to suffer an expansion χ = Snξ

or a dilatation ζ = Snξ/Vc. Yet, when a fluid is subjected to an incremental

hydrostatic pressure δp, the said fluid suffers a decrease in volume specified by the

volume strain, or dilatation, which according to Hooke’s law allows to write the

pressure change as δp = −κζ, where κ = γP is the adiabatic bulk modulus, γ is

the ratio of specific heats and P is the total pressure. Then, the restoring force on

the plug of air can thus be written as

Fs = Sδp = −
γPS2

n

Vc
ξ, (4.15)

showing that the ‘spring constant’ of the air in the cavity is γPS2
n/Vc. Then Eq.

4.14 can be re-written as

F = Vnρ
d2ξ

dt2
+
γPS2

n

Vc
ξ. (4.16)
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By defining the latter expression for a simple harmonic oscillator, one can find

its resonant frequency in the form of

f0 =
c

2π

√
Sn
lnVc

. (4.17)

The resonant frequency of a HR of abritrary dimensions is shown in Fig. 4.5,

where the imaginary part of the impedance diverges around ω0 = 2πf0 due to the

increased acceleration of the body of air around the neck. Therefore the inertia

of the HR acquires a frequency dispersion which can significantly deviate from its

equilibrium position and can take negative values in a narrow frequency region that

is shaded gray. A careful look onto Eq. 4.17 shows that the HR resonates at fre-

quencies which wavelengths are much larger than its dimensions. A more in-depth

discussion to this subwavelenth mechanism is given in Sec. 4.3.3 which compares

it that obtained with QWRs. One can also see that the resonant frequency can be

affected by the effective parameters ρ and κ through the Newton-Laplace formula-

tion of the speed of sound, which in turn can be greatly affected by visctothermal

acoustic boundary layers as noted in Sec. 2.2.3.

4.1.3.2 The Characteristic Impedance of a HR & Neck Length Corrections

The characteristic impedance provides information about the entire medium

considered and is therefore a crucial physical descriptor required for characterizing

the propagation of a wave through that medium. In the case of a HR, the latter

can be made by an assembly of two rectangular (or cylindrical) tubes of different

cross-section. The transfer matrix THR for the whole resonator can then be written

as a product of the two individual transfer matrices for the neck, Tn, and for the

cavity, Tc, leading to

THR = TnTc, (4.18)

THR =

 cos knln −iZ̃n sin knln

−i sin knln/Z̃n cos knln


 cos kclc −iZ̃c sin kclc

−i sin kclc/Z̃c cos kclc.

 , (4.19)

where ln, lc, are the lengths of the the neck and cavity, respectively, and Z̃n =
√
κnρn/Sn, Z̃c =

√
κcρc/Sc their respective characteristic impedances. Applying
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rigid boundary conditions at the end of the HR (i.e., at the bottom of the cavity),

the characteristic acoustic impedance of the HR can be derived as

Z̃HR = iZ̃n
Z̃c/Z̃n − tan knln tan kclc
Z̃c/Z̃n tan knln + tan kclc

. (4.20)

This formulation of the acoustic impedance of a HR doesn’t take into account the

neck length corrections yet. These corrections are used to model more precisely

the effective length of the neck by slightly extending the regions at both sides of

the neck being subject to the back-and-forths of the mass of air thus moved. The

first length correction, ∆l1, is due to the pressure radiation at the discontinuity

between the neck and the cavity of the HR, whilst the second, ∆l2 comes from

the radiation at the discontinuity between the neck and the open area. The total

length correction, ∆l, results from the addition of the two correction lengths, ∆l =

∆l1 + ∆l2, where ∆l2 depends on the space surrounding the opening of the neck.

The following neck length corrections will consider a HR loaded in parallel to the

waveguide, resulting in [46]

∆l1 = 0.82
[
1− 1.35wn

wc
+ 0.31

(
wn
wc

)3]
wn, (4.21)

∆l2 = 0.82
[
1− 0.235wn

ws
− 1.32

(
wn
ws

)2
+ 1.54

(
wn
ws

)3
− 0.86

(
wn
ws

)4]
wn, (4.22)

where wn, wc and ws are the widths of the neck, cavity and the waveguide outside

the surrounding area of the neck of the HR, respectively.

Accounting for the total length correction in the acoustic impedance of a HR

loaded in a duct results in an upgrade of Eq. 4.20 which can be now be expressed

as

Z̃HR = iZ̃n
cos knln cos kclc − kn∆lZ̃n

Z̃c
cos knln sin kclc − Z̃n

Z̃c
sin knln sin kclc

sin knln cos kclc − kn∆lZ̃n
Z̃c

sin knln sin kclc − Z̃n
Z̃c

cos knln sin kclc
. (4.23)

4.2 1d locally-resonant periodic systems

Having defined the physical mechanisms at play in a single resonant unit cell,

it is now of interest to discuss the physical implications of periodicity, i.e., joining

together several identical resonant unit cells.
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Δl1 Δl2

x = L x = 0

TnTc

P|x=0

V|x=0

P|x=L

V|x=L

ZHR

ln

lc

wn
wc

Figure 4.6: Diagram representing the transfer matrix system of a HR in function of its

constituting transmission matrices, Tn (neck), Tc (cavity), and neck length

corrections.

4.2.1 Physical Implications of Periodic Structures

A structure is periodic if its material properties repeat in space. Considering the

latter case of a HR, multiple repetitions of this unit cell evenly spaced along one

or more dimensions would lead to a periodic locally-resonant structure. The peri-

odic nature of some structures gives rise to interesting physical phenomena that

would not appear otherwise, such as high dispersion and band gaps that nullify

wave propagation. Most of the knowledge in this field revolves around the topic

of solid state physics, which studies the large-scale properties of materials in func-

tion of their atomic-scale properties, i.e., atomic arrangement. The similarity of

the wave functions between quantum mechanics, optics and acoustics allows the

mathematics describing periodicity to remain the same from atomic-scale to large-

scale scenario.

Periodicity can appear under many viewpoints. Yet, a system is said to be pe-

riodic when there is symmetry of operations, i.e., when the pattern between unit

cells inside a lattice (or grid) stays the same despite the application of any transfor-

mation, such as a translation, rotation, reflection, or all at once. Crystal structure

is a term often used to describe a said ordered arrangement (lattice) of identical

unit cells, hence the existence of photonic or phononic crystals in optics and acous-

tics.
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There are many types of periodic structures with as many different goals, span-

ning from diffraction gratings made of simple unit cells to labyrinthine waveguides

with complex and variable unit cells. However, these structures possess some sim-

ilarities that derive purely from their periodic nature. One of the most important

laws applicable to wave fields inside periodic structures is the Bloch-Floquet the-

orem.

The Bloch-Floquet theorem stipulates that waves inside a periodic structure

are analogous to plane waves modulated by an envelope (or periodic) function, as

shown in Fig. 4.7. In such case, it is the envelop function which takes the same

periodicity as the structure where the wave field is propagating. Mathematically,

the latter can be expressed as

ψB(r) = eik·ru(r), (4.24)

where r is the position, eik·r is a plane wave function, u(r) is the periodic function

and ψB(r) is the resultant Bloch wave function in the periodic system, which is

simply a product of the latter two functions. The Bloch-Floquet formulation of

the wave field inside a periodic structure is not only crystal clear but also very

efficient. F. Bloch was maybe the first one to be surprised by the simplicity of this

discovery:

By straight Fourier analysis I found to my delight that the wave dif-

fered from the plane wave of free electrons only by a periodic modulation.

This was so simple that I did not think it could be much of a discovery,

but when I showed it to Heisenberg, he said right away;“That’s it!”.

– F. Bloch, July, 1928

(from the book edited by Hoddeson et al. [91]).

The major implication of this theorem is that due to the periodicity of u(r),

one can apply a discrete Fourier transform over it, leading to a mathematical sim-

plification describing the overall wave field. Thanks to this, waves propagating

(or non-propagating) inside a periodic structure can be determined following sev-

eral methods. One of them is called the Plane Wave Expansion (PWE), which by

means of Fourier expansion series and an eigen formulation of the wave equation
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e
ik.r

(r)
u(r)

Figure 4.7: Diagram representing the real part of a 1D Bloch wave passing through a

periodic medium made of several scatterers. [from Wikipedia [92], CC]

ultimately leads to the dispersion relation and band gap nature of the structure

for each of propagating eigenvector directions. However, the PWE will not be used

in this work as an application of the Bloch-Floquet theorem into the TMM will be

shown instead in the next section.

The other important physical phenomenon that rises in periodic structures is

that of Bragg scattering, sometimes referred to as Bragg diffraction or Bragg condi-

tion. The latter refers to the ability of a crystalline structure to specularly radiate

scattered energy for specific wavelengths and incident directions. This is due to the

constructive and destructive interferences arising from the scattering of the mul-

titude of elements comprised inside a crystal lattice. Similarly to Snell-Descartes

law, Bragg’s law relates the incident angles of the wavevectors and their wave-

d

dsin

λ λsnλ = 2dsin

Figure 4.8: Diagram representing the Bragg scattering of a wave interacting with a peri-

odic medium. [from Wikipedia [93], CC]
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length with the spacing of the lattice’s unit cells. This relation can be expressed

as

nλ = 2d sin θ, (4.25)

where n is a positive integer known as the order of the corresponding reflection, λ

is the wavelength of the incident wave, d is the distance between unit cells, and θ

is the normal glancing angle made between the impinging wave and the unit cells.

A major consequence of Bragg diffraction is that for certain frequency ranges

the crystal will be reflecting waves in phase and thus will not allow any energy to

be effectively transmitted throughout the structure, therefore creating a band-gap

(or stop band) with no effective wave propagation. The width of such band-gap

depends on the periodicity of the structure, the filling fraction of unit cells, and

the propagation speed inside the periodic medium.

4.2.2 A Waveguide Loaded With Multiple Helmholtz Resonators

Now that the resonant mechanisms of a unit cell and the major physical im-

plications of periodic structures have been outlined, a case study of a 1D locally-

resonant periodic system can be made where both of these concepts are put to-

gether. The dispersion relation and band-gap of such structure can be then be

obtained by using the previously established TMM.

The system thus considered consists of a tube of circular or rectangular cross-

section within which a series of HRs are loaded along its length (see Fig. 4.9). One

HR and its neighbouring opening area in the tube can be translated here as a unit

cell of lattice constant a, integrated as a parallel resonant branch to the main tube.

Accordingly, the HRs can be described as punctual scatterers by the transmission

matrix MHR as

MHR =

 1 0

1/Z̃HR 1

 , (4.26)

where Z̃HR is the characteristic impedance of the HR, as explained in Sec. 4.1.3.2.

Due to the periodicity of the system, the physical characteristics of the entire

structure can be obtained by the local study of a unit cell, a strategy made possible
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thanks to the Bloch-Floquet theorem. For such periodic system, the pressures and

normal flow velocities from both ends of the unit cell can satisfy said theorem

provided that P
V


x=0

= Tuc

P
V


x=a

=

T11 T12

T21 T22


e−ikeaP

e−ikeaV


x=a

, (4.27)

where P and V are the pressures and flow velocities, ke is the effective wavenumber

propagating in the periodic medium. The transmission matrix of the unit cell, Tuc,

takes the form of a lump of a slit transmission matrix, Ms, multiplied by that of

the scattering matrix of the HR, MHR, such that

Tuc = MsMHRMs (4.28)

Tuc =

 cos ke a2 −iZ̃s sin ke a2
−i sin ke a2 /Z̃s cos ke a2


 1 0

1
Z̃HR

1


 cos ke a2 −iZ̃s sin ke a2
−i sin ke a2 /Z̃s cos ke a2

 .

(4.29)

Equation 4.27 can thus be rearranged to obtain
T11 T12

T21 T22

−
eikea 0

0 eikea



P
V


x=a

= 0. (4.30)

Defining Λ = eikea, this system only possesses solution if∣∣∣∣∣∣∣∣
T11 −Λ T12

T21 T22 −Λ


∣∣∣∣∣∣∣∣ = 0. (4.31)

By using the reciprocity condition in symmetric matrices, i.e., T11T22−T12T21 = 1,

the dispersion relation can be obtained by isolating Λ and taking the real part of

its Euler notation (eikea = cos kea− i sin kea), resulting in

cos kea =
T11 + T22

2 =
Tr(Tuc)

2 , (4.32)

with Tr(Tuc) being the trace of the matrix Tuc, i.e., the sum of its diagonal compo-

nents. Finally, the effective complex wavenumber and effective acoustic impedance

at the entrance of the structure can be obtained from the transfer matrix elements

as

ke =
1
a

cos−1
(
T11 + T22

2

)
, Ze =

√
T12
T21

. (4.33)
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Z1 ZM

a

P|x = 0

U|x = 0

P|x = L

U|x = L

M

unit cells

. . .

Figure 4.9: Two-port representation of M locally-resonant unit cells of size a loaded in

parallel into a waveguide of length L.

The above derivation of the dispersion relation holds true for a unit cell within

an infinitely periodic medium. Due to periodicity, this dispersion relation and the

subsequent propagation sound speed are the same independently of the number

of unit cells. However, in order to characterize the transmission and/or reflection

coefficients of the periodic structure, one needs to take into account the actual

number of unit cells that are being repeated. Thus, in finite periodic systems, the

transfer matrix of the whole structure, T, becomes the product of the individual

transmission matrices of each constituting unit cell, such that

T = TM
uc = (MsMHRMs)

M (4.34)

where Mr is the number of unit cells in the finite periodic structure. The disper-

sion relation within this system remains the same as previously, but now that a

set number of unit cells is being accounted for, the underlying transmission or

reflection coefficients can then reflect the finiteness of the periodic structure.

In a transmission problem, the transmission and reflection coefficients of a peri-

odic structure can be determined from the transfer matrix elements of the finite

system of length L = Ma, resulting in

T =
e−ikeL(T11T22 − T12T21)

T11 + T12/Z0 + Z0T21 + T22
, (4.35)

R =
T11 + T12/Z0 −Z0T21 − T22
T11 + T12/Z0 + Z0T21 + T22

. (4.36)
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4.2.3 Dispersion Relation, Slow Sound & Band-Gap

Now that the physics of a periodic resonant structure have been described, the

resultant dispersion relation and transmission/reflection coefficients of a periodic

system can be obtained by computing the transfer matrix T for a wide range of

frequencies. A first example will consider a tube loaded by a series of identical

HRs of arbitrary dimensions and of lattice constant ax. This will allow to draw

the dispersion relation inside the periodic medium as well as the phase velocity

of the propagating acoustic wave. A second example will consider the same tube

loaded with a variable number of unit cells, M , allowing to output the reflection,

transmission and absorption coefficients of the periodic structure.

The dispersion relation shown in Fig. 4.10(a) shows the real part of the nor-

malised wavenumber propagating in one unit cell, which due to periodicity will

remain the same for the entirety of the periodic structure independently of the

number of unit cell repetitions. It can be observed that the periodic medium be-

comes more dispersive as the frequency of the propagating sound wave approaches

Figure 4.10: (a) Real part of the dispersion relation, Re(ke), of an arbitrary locally-

resonant unit cell in a periodic medium. (b) Imaginary part of the dispersion

relation, Im(ke). (c) Phase speed of sound propagation, c̃p, in the periodic

medium.
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the resonant frequency of the HR. At low frequencies, the dispersion relation al-

ready deviates steadily from that of a homogeneous isotropic medium and reaches

an asymptotic peak at the HR resonance, where the real part of the wavenumber

remains steady and its imaginary component increases respectively, as shown in

Fig. 4.10(b). This is due to the fundamental resonance mechanism of the HR unit

cell, which when approaching its resonance frequency has its imaginary part in-

crease. After the peak in Im(ke), the real part of the wavenumber vanishes as long

as the imaginary part of the wavenumber remains positive. During this regime,

the real part of the dispersion relation occurring in the medium is zero, mean-

ing that there is no effective sound propagation. The rising of the imaginary part

announces the beginning of the band-gap of the periodic structure and all the

frequencies covered by this band-gap are therefore not transmitted. The band-gap

will progressively disappear until the imaginary part of the dispersion relation van-

ishes, after which the dispersion relation will evolve according to other medium

characteristics. In this case, Re(ke) increases almost linearly to unity until a second

imaginary peak appears at the Bragg frequency fBragg = ωa/πc0, where Bragg

scattering happens due to the multiple wave interferences caused by periodicity,

thus creating a second band gap.

Alternatively, Fig. 4.10(c) shows the effective phase velocity of sound waves prop-

agating in the periodic medium. The first band-gap can be clearly seen to cover

the same frequencies as in Figs. 4.10(a,b), where the propagative phase velocity

of sound reaches zero. Before such phenomenon, the phase speed inside the peri-

odic medium can be observed to be below that of free air sound propagation, thus

creating a subsonic (slow sound) regime where waves propagate at lower speeds.

The extent of how slow the sound propagates is intrinsically dictated by the ge-

ometry of the unit cells and the waveguide and can thus be reduced further down

than in the present example if needed. This characteristic can be of great use

for down-shifting the resonant frequency of a hosting waveguide, such as QWR

in further cases. Additionally, the inclusion of viscothermal losses in the periodic

medium modifies the dispersion relation where the strongly dispersive flat propaga-

tive bands (i.e., ideal dispersion relation) are smoothed to more plausible gradients.
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For the continuity of the same example, Fig. 4.11 shows the transmission, reflec-

tion and absorption coefficients of the same duct loaded with a variable numberM

of HRs of arbitrary dimensions – which remain the same as before. In the present

transmission context, the absorption coefficient is estimated as α = 1− |R|2− |T |2.

In the case of M = 3 HR, shown in Fig. 4.11(a), it can be observed that the trans-

mission coefficient drops down to its minimum around the resonant frequency of

the HR, where the reflection coefficient conversely reaches its maximum. The fre-

quency range of the decrease in transmission clearly falls around the first band-gap

of the metamaterial. In the upper frequency range, the band-gap marked by the

Bragg frequency does not exhibit any strong reduction in transmission. This is

due to the small number of repeated unit cells as explained below. One thing to

note in the propagative band below to the first band-gap is the existence of M − 1

peaks of transmission coefficients (or gaps in reflection coefficients), which occur

for frequencies ωax/πc0 < 1; omitting the peak at 0 Hz. These transmission peaks

correspond to the Fabry-Pérot resonances of the finite system, where waves can

pass through the system only when they are in resonance with it (i.e., construc-

tively in phase). The further the number M is increased, the more Fabry-Pérot

resonance peaks are observed, and the sharper the filtering effect on the band-gap

results, ultimately fitting at best the lower and upper band-gap boundaries estab-

lished by the periodic dispersion relation.

Such effect can be seen in the case of M = 10 HRs in Fig. 4.11(b), where the

increase of repeated unit cells visibly leads to a significant enhancement of the

bang-gap of the structure, where the reflection and transmission coefficients now

clearly fall within the lower and upper boundaries of the band-gap dictated by the

periodic structure. Moreover, the band-gap associated to the Bragg frequency is

now substantially more visible. As mentioned previously, this is due to the increase

of unit cells in the medium which approximate the infinite periodicity assumed in

Bragg scattering theory.

Figure 4.11 also shows the absorption coefficient for both M = 3 and M = 10

cases when calculated with and without viscothermal losses. It can be observed

that losses do generate absorption peaks before and after the band-gaps, with

minimal values inside them. The more the number of unit cell repetitions, the
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M = 3(a) (b)
M = 10

Figure 4.11: Transmission, reflection and absorption coefficients of a 1D locally-resonant

periodic system with (a) M = 3, and (b) M = 10 unit cells.

more absorption is generated due to the rising cross-overs between Fabry-Pérot

modes. Also, a higher absorption appears in average over most of the considered

spectrum due to the added losses between unit cells.

4.3 deep-subwavelength sound diffusers (a.k.a. metadiffusers)

In this section, the variable and optimized nature of metadiffusers will be dis-

cussed, after which the different types of documented metadiffusers will be covered.

Lastly, a comparison between a metadiffuser deep-subwavelength slit and a QWR

of same height will be conducted, where a clear emphasis will be made on the

phase changes of their respective reflection coefficients.

4.3.1 The Variable & Optimized Nature of Metadiffusers

Metadiffusers are deep-subwavelength sound diffusers inspired from metamate-

rial design strategies. As such, they are formed of rigidly backed slotted panels,

where each slit is loaded by an array of HRs. As it has been demonstrated previ-

ously, this introduces strong dispersion and the effective sound speed inside each
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Figure 4.12: (a) Scheme of a Schröeder diffuser (QRD) composed byN = 7 wells. (b) Con-

ceptual scheme of a metadiffuser composed of N = 7 deep-subwavelength

slits, each of them loaded by M = 3 HRs. (c) Detail of a slit of the metadif-

fuser showing the geometrical parameters of the cavity of a HR (wc and lc)

and its neck (wn and ln). (After Jiménez et al. [75])

slit is drastically reduced in the low frequency regime, i.e., at frequencies below the

resonant frequency of the HR unit cells. The slowing of sound thus created results

in a decrease of the resonant frequency of the entire cavity, allowing resonance to

occur within a structural thickness much smaller than the one of a single well (e.g.,

a QWR).

Figure 4.12 shows the conceptual scheme of a metadiffuser compared to a typical

phase-grating sound diffuser. The geometrical dimensions of each slit need to be

fined-tuned in order to produce any desired distribution of the surface reflection

coefficient. The design strategy behind metadiffusers – loading a slit with a series

of HRs – allows great flexibility in geometrical dimensions, where the width of

each slit and the lengths and widths of the HRs can be changed to a relatively

high degree, only limited by the overall width of the slit made by the sum of both

elements. This can result in a plethora of different dispersion relations for each

slit thus increasing the potential of geometrical combinations that can be made

along the surface. Moreover, the number of HRs in the slits can also be variable

depending on the situation. This adaptability rising from the interplay of all these

geometrical variables enables a multitude of designs and is a key feature of metad-

iffusers.
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In order to create a metadiffuser, one can use the TMM model in a reflection

problem (as in Sec. 3.2.1), which allows to output the reflection coefficient of the

system in function of the finite number of unit cells per slit (with R defined as in

Eq. 3.8). In such case, the transfer matrix for the n-th slit of width h loaded with

M identical HRs and separated from the other slits by a distance d can be written

as

Tn = Mn
∆lslit (M

n
sMn

HRMn
s )
M . (4.37)

Here, the transmission matrix for each lattice step of the n-th slit, Ms, can be

described as the one of a homogeneous isotropic medium:

Mn
s =

 cos(kns a2 ) −iZ̃ns sin(kns a2 )

−i sin(kns a2 )/Z̃
n
s cos(kns a2 )

 , (4.38)

where a is the length of the unit cell, kns the wavenumber in the lattice step of

the slit, and Z̃ns =
√
κnsρ

n
s/Sns is the characteristic impedance of the slit lattice

step of surface Sns = hna. The transmission matrices of the resonators, Mn
HR, are

introduced as punctual parallel elements of characteristic impedance Z̃nHR. The

transmission matrix for the radiation correction of the n-th slit to the free space,

Mn
∆lslit , is implemented as a series element (see Eq. 4.12) with a characteristic

radiation impedance Z̃n∆lslit = iω∆lnslitρ0/φnt S0 where S0 = da and ∆lnslit is the

radiation end correction from the slits to the free air. The radiation correction for

a periodic distribution of slits can be expressed as [75]

∆lnslit = hnσn
∞∑
n=1

sin2(nπσn)

(nπσn)3 , (4.39)

where σn = hn/d is the superficial porosity. With such information the surface

reflection coefficient (in a reflection problem) can be obtained by the cumulation

of each slit constituent as

Rn =
Tn11 −Z0Tn21
Tn11 + Z0Tn21

, (4.40)

which then allows to determine the pattern of the scattered sound pressure made

by the panel.

The flexible nature of metadiffusers implies that many phase profiles (of the

reflection coefficient along the surface) can be achieved through different geomet-

rical combinations. This means that existing phase profiles – such as QRS, PRS,
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etc. – can be matched by a metadiffuser only at certain frequencies given the right

geometrical dimensions. In the original publication by N. Jiménez et al.[75], it was

shown that this could be achieved using an optimization algorithm, e.g., sequential

quadratic programming [94] for constrained minimization methods [95]. By doing

this, the width of the slit h and the widths and lengths of the necks and cavities of

the HRs, ln, wn, lc and wc – and the intrinsic viscothermal losses inherent to these

– can be fine-tuned in order to reach the target phase profile within certain geo-

metrical constraints, e.g., height of the slit L and number of resonators per slit,M .

The optimization problem can be solved via a constrained non-linear minimiza-

tion [96]. The aim of the latter problem consists in finding a vector, Γ, that has

local minimum to a scalar function ε(Γ) subject to constraints on Γ. In our present

context of metadiffusers, Γ is matrix containing N vectors (for N slits) each con-

veying the geometrical variables required to compute the reflection coefficient of

a slit, viz., the height of the slit, L, the width of the slit, h, and the widths and

lengths of the necks and cavities of the HRs (ln, wn, lc and wc). The purpose of

the minimization cost function (or objective function), ε(Γ), is to tend to zero

when the surface reflection coefficient of the metadiffuser is the same as the target

diffuser phase profile, i.e.,

ε(Γ) = Rmeta(Γ)−Rgoal, (4.41)

where Rmeta(Γ) and Rgoal are the surface reflection coefficients obtained at a par-

ticular frequency for the metadiffuser and the target diffuser, respectively. Addi-

tionally, Γ is subject to constraints with respect to the overall panel height (or slit

height), L, the overall slit width D determined by the ratio of the panel width, W ,

over the number of slits such that D = W/N , as well as low and upper bound-

aries limiting the search for a local minimum within desired geometrical values.

Mathematically, the minimization problem can be expressed as

min
Γ
ε(Γ)



cin(Γ) ≤ 0

ceq(Γ) = 0

bl ≤ Γ ≤ bu

(4.42)
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where cin(Γ) is a constraint inequality and ceq(Γ) a constraint equality that return

Γ matrices, and bl and bu are the lower and upper boundary values of Γ. The

inequality constraint cin(Γ) can be useful alongside upper and lower boundaries

in order to check that the calculated variables do not exceed a certain predefined

quantity. On the other hand, the equality constraint ceq(Γ) can be used to set a

strict condition on some variables. For our present purpose, the lower and upper

boundaries, bl and bu, are enough to constrain our geometry.

With the inclusion of such optimization methods in the design paradigm, metad-

iffusers that mimic the phase profiles of other sound diffusers can be successfully

designed, such as metadiffusers based on QRS, PRS and even hybrid diffusers based

on TPS. Besides this equivalent scattering behaviour at some particular frequen-

cies, metadiffusers can also provide significant sound scattering at other frequencies.

They also have the advantage to fit within dimensions 1/10th to 1/20th the thick-

ness of traditional sound diffusers. The next section will discuss the particularities

of the different types of metadiffuser designs that were documented in the original

publication.

4.3.2 Different Types of Metadiffusers

In the original publication by N. Jiménez et al. [75], various types of metadif-

fusers were reported which targeted phase-profiles of other traditional sound dif-

fusers. In such an approach, the phase of the reflection coefficient of the metad-

iffusers is not calculated according to a specific number sequence but is here op-

timised directly to fit the spatially-dependent reflection coefficient of a particular

sound diffuser. This is because the sequences and the subsequent design equations

determining the depth of the wells discussed in Sec. 3.2.1 only work when the

phase of the reflection coefficient behaves in a linear way, e.g., a QWR. Due to

the variable nature the metadiffuser slits, the reflection coefficients of each can be

highly non-linear, potentially creating great value fluctuations between each slit

and thus making the general sequence design equations quite inadequate for such

structure. However, the strength of a metadiffuser lies in its incredible flexibility,
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which as mentioned previously makes it a fine candidate to optimization methods

and can result in an even higher number of potential designs. The following section

aims to cover the different types of metadiffusers discussed in the original work of

Ref. [75] in order to better introduce the design guidelines required for creating

original metadiffusers in the following Chapter.

4.3.2.1 Quadratic Residue Metadiffusers

The purpose of a Quadratic Residue Metadiffuser (QRM) is to mimic the phase

profile of the spatially-dependent reflection coefficient of a QRD at a specific fre-

(a)

2 cm
35 cm

(b)

(c)

(d)

(e)

(f)

-60 -48 -36 -24 -12

Figure 4.13: (a) Phase and (b) magnitude of the reflection coefficient of a QRD and the

QRM. (c) Far-field polar distribution of the QRD and QRM obtained by

TMM. (d) Diffusion coefficient of the QRM optimized at 2000 Hz (marker)

and a reference QRD. (e) Absorption coefficient of the QRM, where the

grey lines shows the absorption of individual slits n = 3 and n = 5. (f)

Scaled scheme of the QRM with N = 5 and M = 2.
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quency. Assuming a target QRD with N = 5 wells, of design frequency f0 = 500

Hz, lateral size W = ND = 35 cm and total thickness L = 27.4 cm, an equally

wide N = 5 slits QRM can be designed where each of its slits aims to replicate

the phase behaviour of its corresponding well on the QRD. Considering the lateral

dimensions of the QRD and QRM, it is best to evaluate the sound scattering of

both diffusers at a frequency larger than λ = 0.35 m (f >∼ 1000 Hz) in order

to avoid the diffraction regime caused by the finite size of the sample and thus

emphasize on the scattering response generated by the series of wells or slits. Thus

a frequency f = 2 kHz will be taken here.

Figure 4.13 shows the physical characteristics of an optimized QRM and an

equivalent QRD which have been both repeated m = 3 times using the TMM.

As QRDs have the particularity of generating m evenly spaced diffraction lobes

in the far-field scattering distribution, multiple repetitions of the QRM should

also lead to such effect. It can be seen in Figs. 4.13(a,b) that the distribution

of the spatially-dependent reflection coefficients of the two diffusers along the x-

axis are in excellent agreement. A very small amount of sound absorption from

the QRM slits can be seen in the magnitude of its reflection coefficient, slightly

deviating from that of the QRD. Figure 4.13(c) shows the far-field scattered sound

pressure levels obtained by both diffuser repetitions, where the typical m = 3

even diffraction lobes of both structures can be observed to be near identical. This

is again supported by the high similarity in surface reflection coefficients, which

consequently leads to similar scattering distributions. Figure 4.13(d) shows the

normalized diffusion coefficients of both diffusers in function of frequency. It can

be observed that the normalized diffusion coefficient at f = 2 kHz is the same

for both diffusers. On the one hand, the QRD shows better sound diffusion at low

frequencies than the QRM (peak at 1 kHz) but presents two notches, one with

δn ≈ 0.175 at around 1.7 kHz and the other with δn = 0 at 2.5 kHz. The notch

at 2.5 kHz occurs at the critical frequency of the QRD, fc = Nf0, at which point

all wells radiate sound in phase thus limiting the broadband performance of the

QRD. On the other hand, the QRM starts to show a good diffusion performance

past 1 kHz but remains relatively constant throughout frequency with diffusion
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values in the same overall range as those of the QRD. This broadband diffusion

behaviour is linked to the number M of HRs inside the slits, the higher number of

which produces multiple collective modes that will affect the surface impedance to

higher frequencies and thus may help in creating further dispersion. Figure 4.13(e)

displays the absorption coefficient of the QRM where the dark grey and light grey

lines represent the absorption of the n = 5 and n = 3 slits and the blue curve

shows the absorption averaged over the number of slits, N . Due to the strong

dispersion relation within the slits, the impact of viscothermal boundary layer

losses on the attenuation of sound can be variable depending on the dimensions of

the slits and HRs. In this case, the QRM displays a few narrow absorption peaks

as a by-product of the optimized geometry; some values of which can reach α = 0.5

around some discrete frequencies. Yet, at 2 kHz a minimal absorption of 0.03 is

shown. Figure 4.13(f) displays the scaled scheme of the optimized N = 5 QRM

with M = 2 HRs per slit. Despite generating the same scattering at 2 kHz as the

QRD of height L = 27 cm, the QRM exhibits an overall height L = 2 cm almost

fourteen times thinner than the QRD.

4.3.2.2 Primitive Root Metadiffusers

In a similar approach to the QRM, the Primitive Root Metadiffuser (PRM) aims

to replicate the same scattering as a PRD at a specific frequency. Here, an N = 6

PRD of height L = 17.1 cm is taken as reference for the optimization of an N = 6

PRM of height L = 3.5 cm. Figures 4.14(a,b) show an excellent agreement between

the phases and magnitudes of the two reflection coefficients, leading to congruent

far-field scattering distributions as shown in Fig. 4.14(c). As expected from a PRS,

both diffusers present a notch in the specular direction in their scattering distri-

butions, i.e., around θ = 0◦ at f = 1 kHz in this case. The diffusion coefficients of

both diffusers outlined in Fig. 4.14(d) show that despite providing the same diffu-

sion as the PRD around a design frequency, the PRM displays a lower broadband

diffusion performance. This can be explained by the fact that the PRM is here

composed of only one HR per slit, thus reducing the number of collective modes in

the slits leading to less fluctuations of the reflection coefficient across the frequency

range. The absorption coefficient of the PRM is displayed in Fig. 4.14(e), where
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it can be observed that very little absorption occurs in the panel despite the high

absorption peak of one slit at around 1.7 kHz. The scaled scheme of the PRM with

M = 1 resonating unit cell per slit is displayed in Fig. 4.14(f), with a height L

almost five times thinner than that of the PRD.

4.3.2.3 Ternary Phase Metadiffusers

The absorption generated by viscothermal losses within the slits of a metadiffuser

can also be used to generate sound diffusion for polyphase sequences, such as the

ternary phase sequence, which uses ternary state values of the reflection coefficient,

(a)

3.5 cm
42 cm

(b)

(c)

(d)

(e)

(f)

-60 -48 -36 -24 -12

Figure 4.14: (a) Phase and (b) magnitude of the reflection coefficient of a PRD and the

PRM. (c) Far-field polar distribution of the PRD and PRM obtained by

TMM. (d) Diffusion coefficient of the PRM optimized at 1000 Hz (marker)

and a reference PRD. (e) Absorption coefficient of the PRM, where the grey

lines shows the absorption of individual slits n = 4 and n = 5. (f) Scaled

scheme of the PRM with N = 6 and M = 1.

93

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



4.3 deep-subwavelength sound diffusers (a.k.a. metadiffusers)

viz., [1, 0,−1], where [1] represents in-phase reflection, [0] is sound absorption,

and [−1] is the inverted phase reflection state. A [0] absorption state can be

obtained when the reflection coefficient vanishes. In the case of metadiffusers, this

can be achieved by matching the impedance of a slit to that of the surrounding air

medium at a specific frequency, thus resulting in critical coupling conditions [97,

98]. This strategy leads to a perfect absorption of sound [76] and can be used to

design metadiffusers that fit the reflection coefficient profile of a TPD at a target

frequency. This idea not only showed excellent results but also holds great potential

for broadband applications [99].

(a)

3 cm
80 cm

(b)

(c)

(d)

(e)

(f)

-60 -48 -36 -24 -12

Figure 4.15: (a) Phase and (b) magnitude of the reflection coefficient of a TPD and the

TPM. (c) Far-field polar distribution of the TPD and TPM obtained by

TMM. (d) Diffusion coefficient of the TPM optimized at 500 Hz (marker)

and a reference TPD. (e) Absorption coefficient of the TPM, where the grey

lines shows the absorption of individual slits n = 4 and n = 5. (f) Scaled

scheme of the TPM with N = 8 and M = 1.
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Similarly to the two previous metadiffusers, an N = 8 Ternary Phase Metadif-

fuser (TPM) can be optimized to fit the reflection coefficient profile of an L = 17

cm TPD following a sequence sn = [1,−1,−1, 0,−1, 1, 1, 0]. The magnitudes and

phases of the reflection coefficients displayed in Fig. 4.15(a,b) show an almost per-

fect agreement at f = 500 Hz, with slight differences in the magnitude of the

reflection coefficient of the TPM for the slits n = 2, 3 and 5. Figure 4.15(c) demon-

strates very similar sound scattering distributions between the two diffusers at f

= 500 Hz, with a small deviation around θ ≈ 0◦ which might be caused by the

slight differences in the phase profile of the reflection coefficient of the TPM. Fig.

4.15(d) displays the normalized diffusion coefficients of both diffusers, presenting

the same value at the frequency of 500 Hz. Similarly to the PRM case, the TPM

presents a narrow diffusion peak as opposed to that of the TPD, explained by the

low number of HRs per slit which fail to produce a higher number of collective

modes. The perfect absorption of these slits is illustrated in Fig. 4.15(e), where

the absorption coefficient for the last slit reaches unity. The resulting height of the

M = 1 TPM is shown in Fig. 4.15(f), with a value L = 3 cm five times thinner

than the original TPD. In the same figure, it can be observed that the slits achiev-

ing in-phase reflection – [1] state – are entirely filled of solid material. The fourth

and last slits in charge of performing perfect absorption – [0] state – show a similar

in-phase reflection of sound but with a magnitude of zero. It is interesting to note

that the geometry of the HRs in those slits is quite different than the other ones

in that the neck of the HR is very long and thin, which increases significantly the

impact of viscothermal boundary layers on the wave propagation.

4.3.3 Deep-Subwavelength vs. Quarterwavelength Resonances

Lastly, this section compares the resonance mechanisms of a quarter-wavelength

resonator (QWR) and a deep-subwavelength resonator (DSWR) in order to illus-

trate the down-shift of the resonant frequency of the cavity. On the one hand, we

consider a cavity of depth L = 4.28 cm so that its quarter-wavelength resonance

occurs at fQWR = c/4L ≈ 2000 Hz. The phase of the reflection coefficient of such

QWR is displayed in Fig. 4.16(a), with an illustration of the geometry provided
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in the inset. It can be observed that the cavity experiences a phase shift of the

reflection coefficient at the designed resonant frequency. Elsewhere in the reflection

coefficient spectrum, the phase varies linearly with frequency.

On the other hand, the DSWR considers the same cavity height but is loaded

by M = 2 HRs of arbitrary dimensions throughout the entire cavity height. The

phase and geometry of such structure are shown in Fig. 4.16(b). In this plot, the

first phase shift of the structure appears at a frequency much lower than the one in

the previous case, with a resonant frequency just below 700 Hz. A series of phase

shifts can be observed right after due to the coupled resonance of the HRs with the

slit as well as higher order modes. As explained in Sec. 4.2.3, the lowering of the

phase shift happens because of the change in the dispersion relation induced by

the implementation of periodic (finite) locally-resonant unit cells, i.e., HRs. This

change in the dispersion relation alters the phase velocity of sound to subsonic val-

ues in the low frequency regime, vanishing to zero just before the band-gap. The

phase velocity of sound propagating inside the DSWR is plotted in Fig. 4.16(c),

where the phase speed inside the QWR approximates that of free air sound prop-

agation. As shown in the figure, the values of c̃p in the DSWR reach much lower

Quarter-wavelength

resonance

Deep-

Subwavelength

resonances

(b)

(a) (c)

f = c/4L

f = c(f)/4L

Figure 4.16: Phase of the reflection coefficient of (a) a quarter-wavelength resonator

(QWR) of height L and (b) a deep-subwavelength resonator (DSWR) same

height L backed with M = 2 HRs of arbitrary dimensions. (c) Sound phase

velocity of the DSWR compared to that of free air sound propagation.
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values compared to that in free air. Due to the dependence of the cavity’s reso-

nant frequency on the speed of sound propagation, the latter can be re-written

as fDSWR = c(f)/4L, where c(f) ≡ c̃p. Consequently, one can conclude that

fDSWR � fQWR.

Therefore, by adding locally-resonant unit cells to a QWR in the same way a

metadiffuser does, the resonant frequency of the cavity can be significantly lowered

without changing its depth. In other words, the slow sound produced by the dis-

persive medium allows to strongly reduces the height of resonant systems to much

smaller extents. Also, the presence of two or more HRs allows a much greater flex-

ibility when looking for specific reflection coefficient profiles due to the extensive

range of values spanned between neighbouring phase shifts; a useful quality for

optimization processes. Such insights will be validated by numerical and experi-

mental methods in the following chapter.

The equations presented in this chapter can be found in the following references:

[39] A.D. Pierce. Acoustics: An Introduction to Its Physical Principles and Applications.

McGraw-Hill series in mechanical engineering. McGraw-Hill Book Company, 1981.

[44] W.C. Elmore, M.A. Heald. Physics of waves. Dover, 1969.

[80] N. Jiménez, J-P. Groby and V. Romero-García. Sound Waves in Metamaterials

and Porous Media. Chapter 1. The transfer matrix method in acoustics: Modelling

one-dimensional acoustic systems, phononic crystals and acoustic metamaterials.

Springer, 2021,
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5
EXPERIMENTAL & NUMERICAL EVALUATIONS OF

METADIFFUSERS

Metadiffusers are compact and modular alternatives to traditional sound dif-

fusers. Due to their metamaterial-inspired origins, metadiffusers rely on a strong

dispersion relation inside their slits, which drastically slows the speed of the prop-

agating sound. This allows the resonant mechanism of the constituents Helmholtz

Resonators (HR) to occur at lower frequencies, i.e., exhibiting deep-subwavelength

properties. Chapter 4 provided the analytical knowledge required to describe the

physical mechanisms behind locally-resonant periodic systems and how these were

applied to create metadiffusers. This enabled the discussion of metadiffuser designs

recently introduced in the literature, for which an analytical and numerical analy-

sis was conducted.

The aim of this chapter is to build on such knowledge and present new original

insights into these highly versatile diffusing structures. Firstly, an experimental

validation of a Quadratic Residue Metadiffuser (QRM) is presented as an example

out of the other designs discussed in the previous chapter, followed by numerical

evaluations of Quasi-Perfect Diffusion (QPD) and broadband metadiffuser designs.

In order to rightfully compare experimental and/or analytical data with numerical

simulations, the framework of the latter is first described.

5.1 numerical acoustic scattering simulations

Most of the numerical simulations presented in this work were conducted using

a frequency-domain numerical scheme known as Finite Element Method (FEM).

This section will describe the nature and considerations of this numerical scheme,

and how it has been used in order to provide acoustic scattering information for

custom sound diffusers and metadiffusers of arbitrary dimensions.
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5.1 numerical acoustic scattering simulations

5.1.1 Finite Element Method: Scope & Limitations

In physics, the description of a phenomenon is usually achieved through a general

theoretical formulation that models some sort of dynamic system, e.g., pressure

and velocity variations in one or more dimensions in acoustics. Such formulation

often takes the form of a Partial Differential Equation (PDE). For the majority

of cases, it is dauntingly difficult to use these theoretical formulations to describe

the state of the variables in the entire domain considered due to the complexity

in the mathematical formulation, which usually describes the variables under con-

sideration through partial derivatives at each point of space and time. Instead,

approximations to these equations can be made, simplifying the analytical prob-

lem based on a set of assumptions.

One useful approximation is that of discretization, where the space and time

continuum are discretized into small and finite elements. Writing the differential

equations in a discretized state allows a numerical formulation that can be practi-

cally used in order to obtain the values of the dependent variables given a certain

set of initial conditions. The nature of the numerical scheme then depends on

the discretization method being employed. FEM is one of two most common ap-

proaches that are used when numerically solving a PDE in the frequency domain,

often compared to its boundary equivalent, the Boundary Element Method (BEM).

BEM could have been useful for providing scattering (boundary) data but infor-

mation regarding the inner domain would not be computed as part of this numer-

ical scheme. Of course, other numerical schemes can be designed to work in the

time-domain rather than the frequency domain, such as Finite Difference Time-

Domain (FDTD). It is worth noting at this point that the schemes of FEM and

FDTD will be of most interest in this work. Here, the scope and limitations of the

FEM will be presented first whilst the FDTD scheme will be introduced in Chap. 6.

The discretization of a dependent variable in a mathematical model, say u, can

be approximated to that of a numerical model, uh, by using a linear combination

of basis functions. This stems from the fact that every continuous function of some

function space can be represented as a linear combination of basis functions, in
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5.1 numerical acoustic scattering simulations

the same way that every vector can be represented in vector space by a linear

combination of basis vectors. Here, this implies

u ≈ uh, (5.1)

and

uh =
∑
n
unψn, (5.2)

where ψn denotes the basis functions and un denotes the coefficients of the func-

tions that approximate u with uh. In a simple 1D scenario where u could represent

the temperature T along a rod of length x, so that u = u(T ,x), the numerical

equation Eq. 5.2 allows to approximate the mathematical curve as a series of n

continuous small segments, as shown in Fig. 5.1(a). This basis function approxi-

mation is said to be a great advantage for FEM as it offers a great freedom in the

discritization method. The latter does not have to be necessarily uniform and thus

may present clusters of denser discritization allowing for a finer resolution in the

gradients of the solution (see Fig. 5.1(b)). Another advantage of FEM is that it is

a well developed theory which has been in the making since the 1940’s, pioneered

by A. Hrennikoff, R. Courant and J. Argyris who led to the first computer appli-

cations in science and engineering.

The discretization of space brings the notion of solution convergence towards

a limit, which ultimately is what closes the gap between abstract mathematical

ψ0

Figure 5.1: (a) The function u (solid blue line) is approximated with uh (dashed red

line), which is a linear combination of basis functions (ψn is represented by

the solid grey lines). The coefficients are denoted by u0 through un. (b) Non-

uniform distribution of basis functions, i.e., non-uniform discretization.
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modelling involving infinities and concrete numerical (or algebraic) modelling in-

volving finiteness. With the latter notion being introduced, it is worth mentioning

that the solution of uh approximates that of the numerical modelling equation only

in the limit of an almost infinite number of discritizations, which in turn is another

approximation of the fundamentally infinite mathematical model. This emphasizes

that numerical solutions are not perfect solutions of a mathematical formulation,

but that they are at best as accurate as their numerical model allows to – even

with the highest degree of numerical accuracy.

In FEM, the application of a discretization method, such as a Galerkin method,

leads to an approximated solution at every discretized point, each with its own

basis functions and coefficients. This can then be computed under a matrix form

once some initial conditions are set. Consequently, the size of the resultant matrix

depends on the meshing of the space, i.e., on how the geometry is discretized, which

will also impact the amount of computational load and the size of the computa-

tional error. In other words, the coarser the mesh, the less accurate the numerical

approximation.

Moreover, in wave physics, the meshing (discretization) of the space is also a cru-

cial factor for determining the resolution of the smallest propagating wavelength.

This can be seen as a spatial case of the Nyquist-Shannon sampling theorem, where

a minimum number of discretization Points Per Wavelength (PPW) must be used

in order to properly represent the wavelength considered and avoid spatial alias-

ing. However, there is no defined rule for the minimum number of discretization

PPW in FEM. It is generally agreed that the more points being used, the closer

the approximation will tend to a stable solution. Thus, a minimum guidance of 4

to 6 PPW is typically advised in order to strike a compromise between numerical

accuracy and computing load. In practice, this number increases within intricate

geometry areas where more discretization is needed in order to faithfully represent

the intricacies of wave propagation and thus maintain a good accuracy during the

simulation. Of course, a compromise between discretization points or accuracy and

computation time would need to be struck for every modelling case.
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5.1.2 Numerical Evaluation Framework for Acoustic Scattering

In this work, a FEM solver integrated within the commercial software COM-

SOL Multiphysics 5.3™ [100] was used. The latter provides with a versatile user

interface for building geometries in a numerical computation environment. Vari-

ous physical contexts can be studied through different numerical methods in the

frequency and time domains. The reliability of the built-in methods has been

tested many times [101, 102] as it is one of the most common commercial software

used in industry and academia for numerical physics or multi-physics studies. In

the present context of acoustic scattering evaluation, a similar framework to ISO

17497− 2 was reproduced.

As illustrated in Fig. 5.2(a), the scattering surface is placed at the centre of a

circular (2D) or spherical (3D) domain filled with air, obeying to a linear acoustic

propagation equation. The radius of this domain is at least larger than the Rayleigh

critical distance, R0 = Sscat/λFEM , where Sscat is the area of the scattering sur-

face and λFEM is the working wavelength of the FEM simulation – here impinging

to the surface at normal incidence. Surrounding this domain, a Perfectly-Matched

Layer (PML) of radius RPML ≥ λFEM is implemented. A PML is an artificial ab-

sorbing layer for wave equations which is supposed to pefectly absorb any incoming

wave energy, thus avoiding any reflections at the interface between the non-PML

Figure 5.2: 2D FEM meshing setup in COMSOL Multiphysics 5.3™ for (a) a flat reflec-

tor, (b) a Quadratic Residue Diffuser (zoom to the surface and wells), and

(c) a Quadratic Residue Metadiffuser (zoom to the surface and into the first

slit).
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5.1 numerical acoustic scattering simulations

and PML domains, thus emulating free-field conditions. The circular or spherical

scattered wave-field generated by the surface is captured by a far-field boundary

condition at the interface with the PML medium, with a far-field distance much

greater than the Rayleigh critical distance. This boundary condition is set in order

to fulfil the radiation condition, where no other wave contributions can be made

to the scattered wave-field. In the event of closer near-field simulations, the evalua-

tion radius of the far-field boundary condition can be changed to any desired value,

limited by the circular/spherical air domain radius around the surface. Ultimately,

the scattering surface is mounted on a solid rectangular support that extends up

to the far-field boundary condition in order to minimize any potential edge diffrac-

tion generated by the finite size of the sample.

The remaining complexity of FEM modelling highly depends on the nature of

the scattering object. Figure 5.2 shows different modelling strategies for various

scattering surfaces. In the simplest case of a flat panel in Fig. 5.2(a), nothing

but a 2D surface with rigid boundary conditions is required. Should the object

be a phase-grating diffuser, a similar process is conducted by defining the overall

geometry of the sound diffuser with rigid boundary conditions. An example of a

QRD is displayed in Fig. 5.2(b). One can observe a more refined mesh in such case

due to the smaller geometry elements to model compared to the flat reflector. In

the event where such diffuser exhibits thin wells, it might be of interest to create

narrow region domains for each of the wells in order to account for viscothermal

boundary layer losses. The importance of such losses grows as the width of the slit

decreases. In general, phase-grating diffusers have wells wide enough so that these

mechanisms do not have a significant impact. In the case of a metadiffuser with thin

slits and narrow HRs, which purposely take advantage of viscothermal boundary

layer processes, a narrow region domain has to be applied for every domain section

of a slit, viz., HR cavity, HR neck, and slit. As mentioned above, one advantage of

FEM is that the meshing of a numerical domain can be non-uniform. This becomes

an appreciated feature in order to provide enough sampling resolution in the narrow

regions where the intricacies of wave propagation must be well reproduced. This is

illustrated in Fig. 5.2(c) where the slits of the metadiffuser are much more densely
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5.2 evaluation of a quadratic residue metadiffuser

discretized than in the wells of the phase-grating diffuser or in the surrounding air

domain.

5.2 evaluation of a quadratic residue metadiffuser

An experimental validation of the concept of acoustic metadiffusers is reported

in this section. The same Quadratic Residue Metadiffuser (QRM) introduced in

Sec. 4.3.2 has been 3D-printed and proved to scatter sound according to its design

specifications. The diffusion properties of the QRM were characterized experimen-

tally in an ISO-certified anechoic chamber at the Laboratory of Acoustics of the

University of Le Mans, France, following the procedure outlined in Sec. 3.1.3, i.e.,

ISO 17497-2:2012. It has to be noted that the original design was purely two-

dimensional; however, in practice, the structure must be bounded and thus be-

comes finite in the three dimensional space. The experimental results of the QRM

and a reference flat rigid reflector are compared with 3D numerical predictions of

the finite structures using the above-mentioned FEM evaluation framework, includ-

ing thermoviscous losses. The experimental scattering results reported herein are

in close agreement with simulations and theory, therefore confirming the potential

of metadiffusers for controlling sound diffusion at deep-subwavelength scales.

5.2.1 Experimental Setup For ISO 17497-2

The QRM was manufactured by means of 3D-printing, using a Fused Deposi-

tion Method (FDM) of polylactic acid with a Stratasys Fortus 450 MC. The final

product can be seen in Fig 5.3(b). The deposition thickness was of the order of 0.5

mm resulting in a minimal corrugation of the 3D-printed flat surfaces, therefore

minimizing any porous effects at the boundaries of the material. The 35x35 cm

squared panel, of height L = 2 cm and side width D = 35 cm, is composed of

N = 5 slits, each loaded with M = 2 identical HRs. This QRM mimics the be-

haviour of a QRD made of N wells and of total thickness of L = 27.4 cm designed

for a low cut-off frequency of 500 Hz. It must be noted that the design frequency

is normally set as the lower frequency limit of the diffuser, but it is not necessarily
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5.2 evaluation of a quadratic residue metadiffuser

the lowest frequency at which the surface produces more scattering than a plane

surface, i.e., the ratio between the size of the panel and the wavelength must also

be taken into account. In this work, the response was evaluated at f = 2000 Hz

to avoid the strong diffraction regime of the finite panel due to the small lateral

size, due to λ = 0.35 cm at 1 kHz.

An experimental procedure based on ISO 17497-2:2012 was developed here to de-

termine the sound scattering properties of the metadiffuser. As such, measurements

consisted in placing the physical sample (e.g., the QRM or the flat reference panel)

at the center of a virtual concentric arc of evenly spaced microphone positions, all

within an anechoic environment and keeping unwanted acoustical contributions

from the measurement system as minimal as possible (e.g., reflections from the

metallic grid on the floor near the surface). A picture of the experimental setup is

-60 -48 -36 -24 -12 0

Figure 5.3: (a) Experimental setup and coordinate system. (b) Photograph of the QRM.

(c) Details of the first slit (m = 1) showing the definition of the geomet-

rical parameters. (d) Phase and (e) magnitude of the spatially dependent

reflection coefficient for an ideal QRD (continuous lines) and the tailored

QRM (markers). (f) Far-field polar distribution at 2 kHz of an ideal QRD

(continuous-blue), QRM obtained theoretically by TMM (circles) and numer-

ically by FEM (dashed red), and a plane reference reflector with the same

dimensions (thick black).
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5.2 evaluation of a quadratic residue metadiffuser

shown in Fig. 5.3(a). Microphone positions ranged from −π/2 < θ < π/2 (eleva-

tion) and 0 < φ < 2π (azimuth) of 1 m radius around the surface with a position

spacing of 6◦ in the elevation plane (θ) and 20◦ in the azimuth (φ). The sample was

placed on a rotating table, thus allowing a complete hemispherical characterization

of the surface scattering by rotating it around the z axis and measuring only in the

elevational plane. Measurements were performed for normal incidence by locating

the source as far as possible in order to approximate to a plane wave radiation on

the sample, here at 2.5 m away from the surface, close to the ceiling. Other angle

of incidence could be measured but this approach was not pursued to the technical

limitations of source positioning (creation of a railing arc) and measurement time

(540 microphone positions for one incident angle). The system was excited using

a broadband Maximum Length Sequence (MLS) signal, and impulse responses at

each microphone position were obtained by deconvolution. Each impulse response

was subtracted from the one obtained from the anechoic background and windowed

to extract the scattered sound field. Then, the polar distribution of the scattered

field at a specific frequency was obtained after a Fourier transformation of the final

impulse responses.

5.2.2 Experimental & Numerical Data Analysis

The experimental, analytical, and simulated scattered field distributions in the

φ ± 90◦ cross section (i.e., across the length of the slits) are shown in Fig. 5.4

for both the QRM and the flat reference panel. Analytical far-field scattering was

determined by applying the Fraunhofer integral, which was derived at the end of

Chap. 2. Here, we show frequencies ranging from 700 Hz to 3.4 kHz.

On the one hand, the simulated scattered field of the flat panel agrees with the

analytical one (continuous-blue and dashed black, respectively). Slight deviations

are observed at 2.4 kHz and 3.4 kHz, probably caused by higher order transversal

modes in the slits and HRs. The measured scattered field of the flat panel (blue

dots) also shows a strong agreement with the simulated and theoretical values,

except at grazing angles (θ > 60◦) where higher scattering values are observed.

This probably occurs because the weak reflected energy from the panel at grazing
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angles is comparable to the spurious reflections of the anechoic chamber metallic

grid that covers the floor, and is therefore intricately linked to the experimental

nature of the data.

On the other hand, the measured scattered field values for the QRM (red circles)

are in close agreement with the simulated ones (continuous-red) obtained through

FEM. At lower frequencies, e.g., 700 and 1000 Hz, simulated curves for the flat

panel and QRM illustrate the fact that the QRM behaves in a similar manner

to that of the flat panel, where no additional scattering is being produced, thus

illustrating the need to normalize the scattering of a surface to that of a reference

to properly estimate the diffusion performance of the diffuser. Above 1500 Hz,

a clear difference between flat and QRM surfaces can be observed, with a good

agreement between numerical and experimental data. Note that the experimental

dip observed at f = 2000 Hz around θ ≈ 0◦ is smoothed in the numerical data,

although the latter appears to conserve the overall distribution shape. Despite the

good agreement between the different datasets, this punctual difference will have

an impact on the resulting directional diffusion coefficient at this frequency as it

is an auto-correlation of the angular distribution. A similar analysis can be main-

tained for the numerical/experimental dips at higher frequencies, although the

-60-50-40-30-20 -10

-60-50-40-30-20 -10

-60-50-40-30-20 -10

-60-50-40-30-20 -10

-60-50-40-30-20 -10

-60-50-40-30-20 -10

Figure 5.4: Scattered field distribution, ps(θ), for normal sound incidence at different

frequencies obtained experimentally in the near-field (markers) and numeri-

cally for the QRM (blue) and the flat reference panel (red) in the far-field.

Theoretical far-field pressure distributions for the flat panel are shown in

thick-gray lines.
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5.2 evaluation of a quadratic residue metadiffuser

difference in diffusion coefficient can be expected to be lower due to the multiple

dip variations in the polar distributions.

Figure 5.5(a) shows the frequency-dependent directional diffusion coefficients,

δ0, for the QRM and the flat panel, un-normalised and normalised. First, the ex-

perimental diffusion coefficient for the flat panel is in close agreement with the

analytical one, and as expected, higher diffusion values are achieved in the low fre-

quency regime due to the diffraction of the finite sample. The same phenomenon

can be observed for the QRM (blue continuous) in this low frequency regime as

it matches the values obtained for the flat panel. This is mainly due to the lack

of any slit resonance within the metasurface and is thus illustrated by the nor-

malized diffusion coefficient of the QRM taking values near zero. However, when

approaching the frequency f ≈ 1000 Hz, the dispersion in the slits progressively

changes, and the impedance of each deep-subwavelength slit is hence modified.

The complex reflection coefficient thus becomes spatially dependent, and following

Fraunhofer theory, the scattering distribution starts to change, resulting in higher

values of the normalized diffusion coefficient δ0. Eventually, the spatially depen-

dent reflection coefficient approximates the one of a QRD at f = 1500 Hz. At this

frequency, the experimental diffusion coefficient takes a value of δ0 = 0.783, while
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Figure 5.5: (a) Diffusion coefficients of the QRM and a flat reference panel. Scattered

field distribution, ps(θ,φ), for the QRM at 1500 Hz (b) measured experi-

mentally and (c) by FEM simulations. (d,e) Corresponding scattered field

distribution for the flat reference panel.
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the corresponding simulation is placed at a very close value of δ0 = 0.786. The

normalized diffusion coefficient takes a value of δn = 0.708 in the experiment and

δn = 0.712 in the simulation, keeping these values in the range of those reported for

classical QRDs. Note that the normalized diffusion coefficient using 1D theory (see

Fig. 5.3(f)) is very similar (δn = 0.69). However, the latter 1D diffusion value must

not be directly compared with the results in Fig. 5.5(a) as oblique and transversal

modes along the y-direction are not included in the 1D theory. The presence of

such modes will affect the impedance of the slits and will thus result in a change

of the scattering properties of the surface. Also, as previously mentioned, a dip

in the diffusion coefficient at f = 2000 Hz can be observed despite the excellent

agreement in most of the scattering distribution at that frequency. As previously

mentioned, this loss in directional diffusion coefficient is probably due to the dip

in the measured scattering distribution at θ =≈ 0◦.

The 3D experimental, simulated and theoretical scattering distributions at f =

1500 Hz at a distance of 1 m from the sample are shown in Figs. 5.5(b,e). For

the QRM, the waves are reflected evenly for the azimuthal plane, φ± 90◦, cor-

responding to the cross section of the slits as R(x, y) only shows variations in

the x-direction. This is an expected behaviour observed in any 1D phase grating

diffuser. In contrast, the flat panel mainly scatters waves in the specular direc-

tion, with symmetric lobes in the x and y directions. However, both experimental

scattering distributions show deviations from theoretical distributions at grazing

angles where a constant value of scattered pressure can be observed for all azimuth

angles. This could be linked to a default in the experimental setup.

This section experimentally demonstrates the effectiveness of metadiffusers. The

scattering distributions observed experimentally using 3D panels are found to be

in close agreement with simulated and theoretical designs. A remarkable high

diffusion performance is demonstrated by the experimental normalized diffusion

coefficient of δn ≈ 0.8 at f = 1500 Hz. This, of course, can be seen to work best

for 1D sound diffuser structures with variations of the reflection coefficient profile

only in one axis. In the eventual case of 2D sound diffusers, further corrections

to the TMM would have to be applied in order to provide a correct estimate of
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the 2D reflection coefficient profile. Moreover, some theoretical assumptions re-

garding higher order modes in high frequency regimes and inter-slit evanescent

coupling have been highlighted to be potential suspects for explaining some ana-

lytical to numerical/experimental variations. Overall, the large difference in size

and mass between the QRM (L = 3 cm) and its equivalent QRD (L = 27.4 cm)

demonstrates the potential and capability of metadiffusers to be applied in many

practical situations where classical solutions become too bulky due to a lack of

space and/or structure weight.

In the next section, the concept of metadiffusers will be taken a step further,

where the variable nature of the these metasurfaces can lead to seemingly imprac-

tical or difficult to achieve scattering behaviours with traditional design methods,

such as perfect diffusion and highly efficient broadband sound diffusion.

5.3 evaluation of quasi-perfect diffusion metadiffusers

Omni-directional radiation of sound, or perfect diffusion, can be impractical or

difficult to reach under traditional means. This is due to the considerable size

required by, and the lack of tunability, of typical quarter-wavelength scattering

strategies necessary for producing the required complexity of the surface acoustic

impedance. As such, it can be a challenge to design sound diffusing structures that

can display near perfect diffusion performance within slim dimensions.

In the two next sections, a method is given for obtaining quasi-perfect and

broadband sound diffusion coefficients using metadiffusers, resulting in structure

dimensions much thinner than quarter-wavelength strategies. Whilst reaching per-

fect diffusion might unveil some discussions on whether or not such value can be

perfectly attained, values nearing unity – Quasi-Perfect Diffusion (QPD) – can prac-

tically be reached. Throughout the two remaining sections, the relation between

the geometry of the metasurface, the bandwidth and the diffusion performance is

analytically and numerically studied. For moderate bandwidths, around 1/3 of an

octave, the method results in nearly perfect sound diffusion, whilst for a bandwidth

of 2.5 octaves an average normalized diffusion coefficient of 0.8 is obtained. The ra-

tio between the wavelength and the size of the unit cell is identified as a limitation
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of the performance. This study demonstrates the versatility and effectiveness of

metadiffusers to generate diffuse reflections outperforming those of classical sound

diffusers.

5.3.1 Designing Metadiffusers for Perfect Diffusion

Whereas the geometry of the previous metadiffusers was being optimized to

produce a reflection coefficient profile fitting a particular numerical sequence at

a certain frequency, a different approach to designing metadiffusers for QPD is

proposed here: we look for the geometry of the metadiffuser that directly maxi-

mizes the normalized diffusion coefficient at the target frequency. The optimization

paradigm relies on the same constrained minimization algorithm used in Ref. [75],

where the cost function, εQPD, is minimized so that the normalized diffusion coef-

ficient (0 ≤ δn,ψ(f) ≤ 1) would tend to unity at the target frequency, i.e.,

εQPD = 1− δn,ψ(f). (5.3)

The total surface of the metadiffuser, of length D, is then divided in N unit cells

of periodicity ax = D/N . The j-th unit cell presents a slit of thickness Lj and

width hj loaded with M resonators which are characterized by the lengths of the

neck and cavity, ljn and ljc respectively, and the widths of the neck and the cavity,

wjn and wjc respectively. In such way, the reflection coefficient presents a profile

along x with N different values over the total length of the surface. This profile is

then optimized with the previously described methodology. The geometry of the

resulting QPD-metadiffuser is shown in Fig. 5.6 and its dimensions can be found

in Appendix. B.

5.3.2 Analytical & Numerical Data Analysis

Figure 5.6 shows the geometry obtained from the optimization of an N = 11,M

= 1,D = 1.32 m, and L= 3 cm QPD-metadiffuser, as well as the target phase of the

reflection coefficient required for QPD at 500 Hz. The spatial Fourier transform

of such phase profile provides a constant scattered amplitude in space. A large
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D = 1.32 m L = 3 cm
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Figure 5.6: Geometry of the N = 11 slits Quasi-Perfect Diffusion (QPD) metadiffuser

design with L = 3 cm, M = 1, and D = 1.32 m (inset) Target phase of the

reflection coefficient at 500 Hz.

panel width D = 1.32 m has been taken here in order to avoid the low frequency

diffraction regime that would otherwise occur at dimensions close to λ ≈ 0.7 m at

500 Hz. Figure 5.7(a) compares the analytical and numerical normalized diffusion

coefficients of two QPD-metadiffusers of same width D = 1.32 m, one with N = 11

slits aimed for perfect diffusion at 500 Hz and another with N = 20 slits tuned at

1.5 kHz. In addition, a similarly optimized N = 11 slits quarter-wavelength diffuser

(QWD) made for replicating the complex surface impedance required for QPD is

displayed alongside the two previous metadiffusers. This enables the comparison of

diffusion properties between the equally optimized QPD structures. Figure 5.7(a)

shows that the overall shapes of the analytical and numerical curves are in fair

agreement along the frequency axis despite some discrete discrepancies. These

can be explained by the limitation of analytical assumptions where the evanescent

coupling between slits, affecting the local distribution of the acoustic impedance at

the surface, is not accounted for. Other assumptions, such as higher order lateral

modes for the HRs are not accounted for as well and might explain some high

frequency analytical-to-numerical disparities. Nonetheless, the numerical curve for

the N = 11 QPD displays an excellent normalized diffusion peak value of δn,0 =

0.92 at 500 Hz, which is fairly close to the analytical design value of δn,0 = 0.99. A

very good agreement is shown at the second diffusion peak near 2 kHz, probably

due to the second resonance mode of the slits. Higher diffusion peaks around 3 kHz

seem to have more discrepancies between the different methods but reside within
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Figure 5.7: (a) Normalized diffusion coefficients of anN = 11 slit QPD (blue), anN = 20

slit QPD (red), and an optimised N = 11 quarter wavelength diffuser (QWD)

(grey). (b-c) Far-field scattered sound energy against frequency for a flat

surface and N = 11 QPD. (d) Near-field of the N = 11 QPD obtained

through FEM. (e) Far field scattered sound energy at f = 500 Hz for the

N = 11 QPD and flat reference surface of same width.

the same frequency range.

The N = 11 QWD shown in Fig. 5.7(a) displays a normalized diffusion coef-

ficient as good as the N = 11 QPD-metadiffuser at 500 Hz, i.e., δn,0 = 0.99.

However, this performance comes at a steep price in terms of slit depth, resulting

in a maximum depth of 81 cm, which is 27 times larger than the N = 11 QPD-

metadiffuser of 3 cm.

The N = 20 metadiffuser tuned for 1.5 kHz shown in Fig. 5.7(a) has been

made with a higher number of slits in order to increase the adaptability of the

panel and better adapt to the more complex surface impedance that is required

to reach QPD in a higher frequency regime for the same panel width. In such

case, a numerical normalized diffusion peak value of δn,0 = 0.77 is obtained at

1.5 kHz. Although the analytical reflection coefficient at such frequency produces

QPD (δn,0 = 0.99), it appears that the numerical results do not match so well.

This is probably due to the effects not considered in the theory that are likely to
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arise in high frequency regimes, i.e., higher order modes and evanescent coupling

between slits. The numerical amplitude peak at 1.5 kHz could be mitigated by

directly optimizing the numerical model for generating omnidirectional scattering.

Physically, reaching near-perfect diffusion values at high frequencies (D/λ � 1)

can be achieved by increasing the number of slits within the same panel width.

This is because the sum of the scattered waves generated by wide slits, radiating

as directive pistons, cannot interfere at other directions than in normal and thus

fail to efficiently produce uniform scattering. In addition, if the separation between

slits is larger than half wavelength, secondary diffraction grating lobes emerge in

the far field at angles [26]

βq = sin−1(qλN/D), (5.4)

with q = 1, 2, . . . being the diffraction order. To reach efficient sound diffusion,

each slit would thus need to approximate a punctual scatterer and the separation

between them should grant the absence of diffraction grating lobes. This suggests

a requirement for QPD following the relation

kax < π, (5.5)

where k is the wavenumber.

Figure 5.7(b) shows the far-field scattered sound energy against frequency for

a flat reflector, where natural diffraction lobes generated by wave interference are

illustrated by the increasing number of high and low polar energy distributions

along frequency. Alternatively, the QPD of the N = 11 metadiffuser is illustrated

in Fig. 5.7(c) by a thin and uniform energy band around 500 Hz. Figure 5.7(d)

shows the intricacies of the QPD in the near field obtained numerically in which

a darker field amplitude area can be seen at θ ≈ 17◦. This is also illustrated in

Fig. 5.7(e) which displays the scattered far-field for the same QPD-metadiffuser,

where the magnitude of the normalized scattering obtained numerically at θ = 17◦

is −4 dB. The numerical polar distribution at other angles is otherwise quite

uniform, resulting in high diffusion performance.
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5.4 evaluation of broadband multi-objective metadiffusers

Heretofore, two scenarios of QPD-metadiffusers have been discussed, which tar-

geted different frequencies with a specific number of slits. However, metadiffuser

optimizations can be further extended to go from single frequency QPD to high

broadband sound diffusion.

5.4.1 Designing Metadiffusers for Broadband Sound Diffusion

Broadband metadiffusers can be designed by modifying the optimization cost

function to account for normalized diffusion coefficients held between a low and

high cut-off frequency [75], i.e.,

εbroad = 1− δn,0,avge(nf ), (5.6)

where

δn,0,avge(nf ) =
∫ fhigh

flow
δn,0df/nf (5.7)

is the normalized diffusion coefficient averaged over nf frequency samples. Thus,

highly efficient broadband metadiffusers can be designed where the geometry con-

straints (N ,D,M ,L) remain the same as in the previous section whilst the rest

of the geometry (slits and HRs) would now fit the cost function εbroad for several

frequency ranges ∆f = [flow : fhigh]. The broadband dimension constraints were

chosen to be the same as the QPD case in order to demonstrate the adaptability

of the metadiffuser for going from QPD to highly effective broadband diffusion

within the same overall structure dimensions. Considering this multitude of vari-

ables, Fig. 5.8 emphasizes on the general rate of dependence between the average

diffusion coefficient and the number of slits per panel which was obtained over a

large population of optimizations with different broadband objectives.

5.4.2 Analytical & Numerical Data Analysis

Figure 5.8(a) thus illustrates the cross-dependency of the number of slits N and

the frequency ranges ∆f for optimizing δn,0,avge for a metadiffuser of fixed width D
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= 1.32 m. First, a trend emerges from the positive gradient of the data presented,

i.e., the higher the number of slits, the more likely the diffusion coefficient would be

efficiently optimized for all the different frequency ranges, with a minimum limit

of N = 3 slits. This is due to the increased number of slits with which the surface

can better adapt to more complex impedance requirements. This can be observed

at N = 3, where orange-red curves (large frequency ranges) do not reach as high

values as the bluer curves (small frequency ranges). However, at N = 13, orange-

red curves show diffusion values close to the blue curves despite the much larger

frequency ranges being covered. These results allow to demonstrate that a high

number of narrow slits is indeed required to modulate at best the scattered field.

Thus, in a similar way to QPD for which the limit separation distance between slits

must be smaller than half the wavelength (i.e., ax < λ/2), this would suggests a

requirement for obtaining quasi-perfect broadband diffusion to follow the relation

of Eq. 5.5, i.e.,

kax < π,∀k ∈ 2π∆f/c. (5.8)

(c)

(e) (f)

(d)

(b)

Figure 5.8: (a) Cross-dependency of δn,0,avge in function of the number of slits N and

frequency ranges ∆f for a metadiffuser of fixed width D = 1.32 m. (b) Nor-

malized diffusion coefficients of various broadband metadiffuser designs for

different ∆f frequency ranges. (c-f) Far-field scattered sound energy against

frequency for various ∆f frequency ranges.
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Figure 5.8(b) shows examples of the various normalized diffusion coefficients ob-

tained through different ∆f frequency bandwidths tested. In the case of ∆f = [500 :

600] Hz, a value δn,0,avge = 0.98 is achieved. This an extremely high value consid-

ering its frequency span over 100 Hz. For the other cases, one can observe that as

the frequency range ∆f increases, δn,0,avge decreases. Yet, the latter still remains

at high values, viz., δn,0,avge = 0.96, 0.90, and 0.84, for ranges ∆f = [500 : 700] Hz,

∆f = [500 : 1000] Hz and ∆f = [500 : 1500] Hz, respectively. In addition, a diffu-

sion peak can be outlined for all the ∆f designs. In the case of ∆f = [500 : 1500]

Hz, this peak provides a continuous decrease of the normalized diffusion coeffi-

cient to even higher frequencies. Figures 5.8(c-f) show the far-field scattered sound

pressure fields for the different ∆f ranges selected. The fact that the diffusion co-

efficient gets broader along the frequency axis is displayed through a larger and

more uniform angular energy band.

In this work, the potential of metadiffusers for displaying quasi-perfect normal-

ized sound diffusion coefficients within deep-subwavelength dimensions has been

demonstrated. It has been shown that the slit width and the separation between

them is a major factor to account for when aiming for quasi-perfect or broadband

sound diffusion due to the directive radiation of individual slits and the emergence

of diffraction grating lobes. In addition, using multiple slits rather than a few en-

hances the flexibility to engineer the complex surface impedance, thus resulting in

efficient uniform scattering.

The results presented were obtained considering a normal incidence of sound

onto the scattering surfaces. This approach was chosen because (i) it is usually

the default incidence for evaluating materials, and (ii) measuring at other angles

of incidence would have resulted in a considerable extra amount of time for build-

ing the experimental setup and measuring. However, as the above results showed

close agreeement at normal incidence, scattering comparisons between analytical,

numerical and experimental data at other angles should follow as well to a relative

degree, with exceptions potentially arising due to some physical phenomena not

being accounted for in the theory that may be more present when considering a

grazing incidence of sound, such as transversal slit resonant modes.
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The ability to obtain such range of efficient scattered sound distributions within

ultra-thin dimensions, instead of larger alternatives, can be welcomed when dealing

with environments where space is at a premium, e.g., aerospace applications [103]

or orchestra pits [34] (as modelled in the following chapter). The results shown in

this work demonstrate the usefulness of metadiffusers to be applied in many prac-

tical situations where they can outshine classical solutions due to their versatility.
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6
LOCAL SCATTERING IN LARGE NUMERICAL VOLUMES

The appealing nature of metadiffusers as an acoustic treatment can be of great

interest as these can significantly impact the acoustics of the space where they

are being implemented. As numerical methods allow a great flexibility and fore-

sight in prospective studies, wave-based simulations of metadiffusers in practical

environments can be of great value, e.g., helping assess the nature of qualitative

factors in a room related to the subjective perception of sound. However, esti-

mating such impact by numerical means requires the modelling of the ultra-thin

metadiffuser geometry within a much larger computing environment, which due

to meshing constraints would require considerable hardware resources and com-

putational time, both depending on the numerical scheme considered. The Finite

Element Method (FEM) applied so far can yield useful results, but only for discrete

frequencies, requiring an entire simulation per frequency step. Such method also

implies that time-domain information cannot be determined.

Therefore, the aim of this chapter is to present a framework for simulating com-

plex structures with detailed geometries, such as metadiffusers, into large 3D Finite

Difference Time-Domain (FDTD) computing environments by reducing them to

their equivalent surface impedance through an Resistor-Inductor-Capacitor (RLC)

circuit filtering approximation. This reduction helps to simplify the physics in-

volved as well as drastically reduce the meshing load of the model and hence the

implicit calculation time. A time-domain scheme is also chosen as not only it can

wield broadband frequency information in one simulation, but also enables time-

domain insights for the study of temporal dispersion and allows further signal

processing operations of the impulse response, such as audio convolution for aural-

ization purposes. Despite the simplification process, the proposed RLC impedance

formulation achieves good overall results with respect to the original acoustic

metadiffuser whilst ensuring relatively short simulation times over a vast range

of frequencies.
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6.1 numerical implications of small geometry in large vol-

umes

The majority of simulations involving metamaterials often require complex physics

to be solved through refined meshing grids. However, it can prove challenging to

simulate the effect of local physical conditions created by said metamaterials into

much wider computing sceneries due to the increased meshing load.

6.1.1 Limitations of Numerical Schemes

Over the past decades, there has been a lot of progress regarding numerical

simulation techniques in the field of wave physics, mostly benefiting from modern

hardware and software advances. Yet, computing limits can still be reached in most

frequency- or time-domain numerical problems. Both approaches come with their

own strategies for approximating the wave equation within a bounded space. Usu-

ally, the accuracy and computational time of such schemes are dependent on the

minimal size of the meshing grid, on the hardware at hand, the frequency or range

of frequencies to be studied, and on the overall size of the numerical environment.

To a relative degree, numerical schemes tend to be computationally cheaper for

modelling either complex geometries in small spaces or simpler geometries within

larger spaces. The suitability of one method over the other generally depends on

the scope of the study.

There are cases, however, where simulations of complex geometries in larger

sceneries are of specific interest, i.e., sceneries where intricate geometry with fine

meshing and non-linear physics (e.g., spatially-dependent viscothermal losses) are

required at a local scale, but the physical effect of such geometry has to be studied

within a much more global environment. An example of such study can be found

in simulations involving metamaterials, which are usually quite compact, where

their influence over a bigger 3-dimensional context may be of interest. In the case

where the volume of the simulated scenery happens to be very large compared

to the metamaterial meshing dimensions, traditional modelling strategies could

prove non-viable within realistic means; likely resulting in immense computational

122

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



6.1 numerical implications of small geometry in large volumes

times and memory requirements. This calls for alternative strategies in modelling

local wave interactions at boundaries and their respective propagation behaviour

in much larger spaces within more reasonable computational requirements.

This problematic has sprung a rising number of research initiatives for many

decades. The concept of impedance [104] has helped in establishing a strategy for

approximating the physical conditions created by the geometry of an object by a

set of Impedance Boundary Conditions (IBCs) [105]. Many of such investigations

began to appear in numerical applications linked to electro-magnetic [106, 107],

heating [108], and acoustic [109, 110] problems in order to reduce the computa-

tional load, particularly so in the early years of scientific computer simulations.

Lately, this strategy has seen multiple uses for simplifying intricate subwavelength

structures, such as metamaterials [111, 112]. On top of analytical impedance ap-

proximations, the Resistor-Inductor-Capacitor (RLC) circuit impedance analogy

between electrical and mechanical systems [104] has also allowed for simpler ex-

pressions of resonant structures. This becomes notably useful for the description of

metamaterials made of locally-resonant elements [113]. The simplification of com-

plex structures, such as metamaterials, opens the way for the computation of wider

numerical sceneries that can include the local effects of these refined structures.

The following sections thus propose to look at an acoustic scattering study where

compact and locally-resonant acoustic metamaterials, i.e., metadiffusers, are con-

sidered too complex to simulate in a 3D FDTD scheme, and thus evaluate the

computational and scattering impact of RLC IBCs on the sound diffuse field of a

larger space in which they could be installed, such as an orchestra pit. Fig 6.1 illus-

trates this approach, where the scaled scheme of an N = 5 slits Quadratic Residue

Metadiffuser (QRM), used here as a reference compact metamaterial, is shown in

Fig 6.1(a). The local scattering generated by the metadiffuser can be alternatively

reproduced through a simplification of the metamaterial geometry into its surface

IBCs. The resulting IBCs can thereafter be reproduced through an RLC circuit

optimization routine [114] integrated at the desired boundaries of the 3D FDTD

volume, as illustrated in Figs. 6.1(b,c).
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Figure 6.1: Conceptual diagram illustrating (a) a render of a Quadratic Residue Metad-

iffuser (QRM) with N = 5 slits, (b) a numerical equivalent surface impedance

(ZEQ) of the metadiffuser identically composed of N = 5 slits, and (c) an

implementation of the ZEQ into a large computational volume, i.e., an or-

chestra pit.

6.1.2 Finite-Difference Time-Domain: Scope & Limitations

In a similar way than FEM, Finite-Difference Time-Domain (FDTD) method dis-

cretizes the numerical space and approximates the spatial and temporal derivatives

of the PDE of concern, (e.g., scalar wave equation) through a set of forward and

backward finite-differences. Mathematically, the central finite-difference approxi-

mation for the second order derivative of a univariate scalar function u(x) takes

the compact form [115] of

∂2u

∂x2

∣∣∣∣∣
xi,tn
≈
uni+1 − 2uni + uni−1

(∆x)2 +O(∆x)2, (6.1)

where ∆x is the space stepping of the grid between two nodal points at the

position x ∈ [0, i] and at a time t ∈ [0,n]. O(·) denotes the order of truncation for

omitting the higher order terms from the subjacent Taylor expansion of u(x±∆x).

Here, this implies that the approximation errors of the finite-difference formulation

decay proportionally to (∆x)2 as ∆x decreases [116].

This approach relies on a discritization of space that takes the form of a grid of

evenly spaced nodal points. The periodic arrangement of such nodal points, com-

monly referred to as the stencil (numerical unit cell), thus defines the way the space

is being covered by the grid. Figure 6.2 shows a 7 point stencil in a 3D Cartesian co-

ordinate system based on a Standard Rectilinear (SRL) discretization method, i.e.,

an even spacing of nodal points along the main 3D axes. Other stencils such as the

Interpolated Wideband (IWB) or the Interpolated Digital Waveguide Mesh (IDWM)
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Figure 6.2: Standard Rectiliniear 7 point stencil in 3D Cartesian coordinates [116].

can be found in literature [116–118] for defining the space discretization method

of the numerical domain.

The nodal points in the grid contain information about acoustic variables such

as acoustic pressure and particle velocity, and their values are iteratively updated

through a defined set of time windows when computing the FDTD. This introduces

the two major groups of FDTD schemes: the explicit and implicit schemes. The

former are generally considered more straightforward to implement due to the sten-

cil values being updated based only on their value during the previous time step.

The latter scheme, however, updates the stencil values in function of the values

of the neighbouring nodes and thus requires a simultaneous solving of all the nodes.

Unlike FEM, FDTD methods implicitly bring numerical wave dispersion due to

the time-space relation in the finite-differences, and can thus limit the bandwidth of

the study. In order to reduce the numerical dispersion error that may be introduced

in this manner, the Courant or the Courant-Friedrichs-Lewy (CFL) condition is

usually applied, in which the duration between discrete time-steps must be less

than the time it takes for the wave to travel to adjacent grid points. This can be

summarised as

C = c
∆t
∆x
≤ Cmax, (6.2)
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where C is commonly referred to as the Courant number, Cmax is the maximum

value of the Courant number, c is the propagating speed of the wave, ∆t is the time

stepping and ∆x the space stepping. Generally, for explicit schemes, Cmax = 1 can

be taken as a valid condition.

The FDTD method can have many advantages. Being a time-domain technique,

the response of the system can be obtained over a wide range of frequencies through

a single simulation run. Also, since FDTD can calculate the pressure and velocity

fields everywhere in the computational domain, it can provide insightful animated

displays of the wave field movement through the model. Another implicit advan-

tage of FDTD is that the numerical algorithm is well suited for parallel-processing

computing. Thanks to this efficient scaling on parallel processes, FDTD can thus

benefit from the recent developments made in Graphics Processing Unit (GPU)-

based accelerated technologies.

However, FDTD also has numerical artefacts and disadvantages that should be

remembered. Since FDTD requires a grid over the entire computational domain,

and that the spatial grid discretization must be sufficiently fine to resolve both the

smallest wavelength of interest and the smallest geometry feature of the model,

this can often induce a very large computational domain to be solved for, which

can result in extremely long simulation times. Also, as mentioned previously, this

computational load can be additionally increased by the CFL condition in order

to maintain at least a good numerical stability. Lastly, because FDTD solves for

both pressure and velocity everywhere in the computational domain, then values

at large distance require large domains to be solved, and therefore can lead to

excessively large computational loads. Figure 6.3 illustrates how a trivial domain

can be represented in its grid form and volume discritization form.

This chapter addresses the above-mentioned disadvantages of FDTD, as well

as presenting a way to bypass them in order to simulate the acoustic influence

of metadiffusers within a relatively large 3D FDTD computational volume. This

is achieved by reducing the intricate geometrical structures to their equivalent

surface impedance.
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Figure 6.3: (a) An example domain, Ω, along (b) a Cartesian grid, Gh, and (c) the

associated volume Ωh [from [116]].

6.1.3 Geometry Reduction via an RLC Circuit Filter

The magnitude and phase of the surface impedance of a metamaterial are marked

by the inherent resonances of the structure. In the case of the QRM, a highly reso-

nant structure is displayed [75] which lends itself to a boundary formulation based

on a combination of second-order resonators. One useful passive formulation for a

given slit impedance consists of a parallel set of series-RLC circuits (after [114]),

each consisting of one resistor (R), one inductor (L) and one capacitor (C), where

all RLC parameters are non-negative and real-valued. The admittance of this struc-

ture in the Laplace domain is given by

Y (s) =
B∑
b=1

1
Z(b)

, Z(b) = L(b)s+R(b) + 1/(sC(b)), (6.3)

where, for the current analyses and optimizations, s is limited to s = jω, and where

B ≥ 1 is the number of RLC branches and C(b) > 0. An electrical diagram of such

RLC circuit is shown in Fig. 6.4. The associated impedance of the RLC circuit is

then simply Z(jω) = 1/Y (jω). With this impedance boundary formulation, the

surface impedance of each slit of the QRM can be fitted with an equivalent circuit

made up of set of resonances with non-negative RLC parameters. The passivity of

this structure is then preserved in the discrete FDTD setting through the choice of

the bilinear transform as a discretisation method [119]. This impedance model can

be seen as an extension of various simpler frequency-dependent boundary models

presented in the context of FDTD methods for room acoustics [120–122].
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Figure 6.4: (a) Electric diagram representing a set of b RLC (Resistor-Inductor-

Capacitor) circuits joined in parallel (from [116]).

A methodology for fitting RLC parameters is described in Ref. [114], which

consists of: (i) identifying resonances in an admittance by their peaks in the ad-

mittance magnitude, and (ii) estimating half-power bandwidths for each resonance

from admittance magnitude. From those estimates RLC parameters may be iden-

tified for each resonance. This is followed by a global optimization over the RLC

triplet parameters using a Nelder-Mead optimization [123]. This approach works

well when admittance peaks are well-separated, but in general peaks in admittance

magnitude data can be difficult to identify, and furthermore half-power bandwidths

can be hard to estimate from admittance magnitude data alone. This is especially

true in the example admittances shown in Fig. 6.5.

In this study, a novel approach is used, which is based on making use of admit-

tance phase information, and derivatives thereof, to identify resonance parameters.

It can be observed from Fig. 6.5 that peaks in admittance magnitude are linked

to inversions in the phase response. More specifically, we know that the phase

response of an individual series-RLC circuit admittance goes to zero at its reso-

nant frequency and also displays a negative slope at that frequency. Additionally,

regarding the slope of the phase at the resonant frequency, one can derive:

− ∂ 6 Y (jω)

∂ω

∣∣∣∣∣
ω=ω0

=
2

∆ω
=

2L
R

, (6.4)
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Figure 6.5: Two example surface admittances within two slits of a QRM as a function

of frequency in Hz, with identified resonances marked in grey.

where ω0 = 1/
√
LC. Thus, after detecting a resonance in the admittance phase

from its slope and zero crossings, and after sampling the associated peak in the ad-

mittance magnitude, the half-power bandwidth, ∆ω, follows from Eq. (6.4) (which

may be estimated with simple finite differences). This approach is sufficient to

obtain RLC parameters for each well-isolated resonance, and can be more robust

than peak detection and half-power bandwidth estimation from the admittance

magnitude alone. Nevertheless, this approach still has limitations for very-closely

spaced resonances (examples can be seen in Fig. 6.5) where the phase response at a

resonance may not cross zero (and thus would not be detected with this approach

so far). To deal with such issues, the second derative of the phase is additionally

used to identify resonances, based on the relation:

∂2 6 Y (jω)

∂ω2

∣∣∣∣∣
ω=ω′

0

= 0 , ω′0 = ω0

√√
4− (∆ω/ω0)2 − 1, (6.5)

where ω′0 is the angular frequency at which there is a zero crossing in the second-

order derivative of the admittance phase. Furthermore ω′0 ≈ ω0 provided that

(∆ω/ω0)2 � 1, which means that ω′0 may be used as an initial estimate of ω0

to seed the subsequent global optimisation. Identified resonances using this phase-

derivative zero-crossing method (grey dotted lines) can be seen in Fig. 6.5.
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Figure 6.6: Reflection coefficients RT MM (blue, solid) and RRLC (orange, dashed) relat-

ing two different surface admittances within QRM (YT MM and YRLC) along

with fitting errors (green, dotted), as a function of frequency in Hz.

Once a set of 3B RLC parameters has been identified, a global optimization us-

ing the Nelder-Mead method [123] is carried out to minimize ε = ‖YTMM −YRLC‖,

where, for a given slit, YTMM is the target admittance output from the TMMmodel

of the QRM, and YRLC is the impedance output of the RLC circuit. The fitted

reflection coefficients of the previous two slits in the QRM can be seen in Fig. 6.6.

It can be seen in Fig. 6.6 that while discrepancies appear, generally the RLC

fit is close to that of the TMM model of the QRM. These discrepancies could

be attributed to viscothermal losses in the TMM model which cause deviations

from ideal second-order resonances. These discrepancies could be mitigated by

using more than one resonance per identified peak in order to compensate such

deviations, but this was not pursued as a compromise of accuracy and model

complexity. For later comparison purposes, a similar approach for modelling an

equivalent surface impedance was adopted in an Finite Element Method (FEM)

study in COMSOL Multiphysics 5.3™ where the N = 5 impedance patches where

modelled using impedance boundary conditions with custom input values. The

resulting scattering data is shown in the next section.
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6.2 scattering evaluations through various numerical schemes

6.2.1 Numerical Benchmark: Spatial Dispersion

Figure 6.7 compares the 3D hemispherical scattered sound pressures of a flat sur-

face, the aforementioned QRM with N = 5 slits, and the equivalent RLC surface

impedance ZEQ with N = 5 slits as well. The scattering distributions have been

obtained through three different methods, i.e., (i) the Rayleigh-Sommerfeld (R-S)

integral for near-field scattering information, (ii) Finite Element Method (FEM)

in COMSOL Multiphysics 5.3™, and (iii) Finite-Difference Time-Domain (FDTD)

simulations made with a custom solver. Numerical simulations were computed by

installing the surface at the centre of a spherical domain filled with air, surrounded

by a concentric perfectly matched layer (PML) with a far-field boundary condi-

tion at the boundary of the air domain to simulate the radiation condition. Fig. 6.7

shows the theoretical and numerical solution of the surfaces scattered sound energy

integrated over a radius distance of 1 m, so that it can match the finite FDTD and

FEM numerical frameworks. In the former, virtual microphones where positioned

at 1 m around the surface, which considering its edge dimensions (x,y)[35 cm,

35 cm], should be sufficient to depict correctly the scattered field at a frequency

f = 2 kHz. FEM results were obtained following a similar approach where the

integration was performed over a spherical near-to-far-field boundary condition of

1 m radius.

Overall, the polar plots displayed in Fig. 6.7(a-b) show some variations between

the theory and FEM simulations, with normalized diffusion coefficient values vary-

ing from δn,0 = 0.61 to δn,0 = 0.55. This small difference can be explained by the

divergence of theoretical assumptions with respect to a numerical solving of the

wave equation. More specifically, in a theoretical framework, the surface impedance

is considered locally homogeneous for each slit, a fact that may not be entirely true

in numerical terms due to the potential evanescent coupling between slits; a phe-

nomenon not taken into account in the theory. As the scattered sound field is highly

dependent on the distribution of the surface’s reflection coefficient, slight variations
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in the polar distributions can thus be expected. Nonetheless, it can be seen that

the global shapes of the QRM sound scattering distributions are sensibly similar

one to another, which can be confirmed by their close autocorrelation values. In

addition, Fig. 6.7(b) represents quite well the expected main dip that defines the

Quadratic Residue sequence at θ ≈ −20◦ in the φ = [−90◦ : 90◦] elevation axis.

The main axial and lateral energy lobes are also quite well represented. However,

a slightly higher energy lobe can be discerned at θ = 20◦ in the FEM case. This

is likely due to the finite size of the surface sample in the simulation, resulting in

a decrease of the scattered sound energy at grazing angles, thus further enhancing

the remaining scattered energy and slightly reducing the intrinsic autocorrelation

value. Despite such differences, the FEM model can be estimated to be in good

agreement with the theoretical predictions.

The missing scattering distribution under Fig. 6.7(c) is at the core of this work’s

rationale, as it has proved to be a difficult task to simulate the metadiffuser through

a large-scale FDTD solver. The complex physics and the small geometry of the

QRM not only would require an extremely fine meshing grid, and thus a very high

computational load for conducting the same simulations, but the physics would

Figure 6.7: Distribution of sound scattered pressure levels at 2 kHz for a Quadratic

Residue Metadiffuser (QRM) and the equivalent surface impedance filter

(ZEQ) according to Rayleigh-Sommerfeld (R-S) integral, Finite Element

Method (FEM), and Finite-Difference Time-Domain (FDTD). δ insets rep-

resent the autocorrelation of the scattered distributions.
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also have to be changed to take into account varying bulk modulus and density of

air as a function of space; increasing again the computational needs. This is why

the aforementioned RLC circuit impedance filtering is herein proposed as a way

to bypass the numerical limitations of large scale FDTD simulation techniques for

accounting compact metamaterial strategies.

Figure 6.7(d) shows the scattering distribution of the equivalent surface impedance

simulated through FEM where the N = 5 impedance patches where modelled us-

ing IBCs with input values identical to the analytical surface impedance of the

QRM. Again, it can be observed that the main dip at θ ≈ −20◦ is correctly repro-

duced, and that the main axial lobes are also in good agreement with the theory,

leading to a autocorrelation value δn,0 = 0.56 close to that of Fig. 6.7(b). The

major differences that can be distinguished compared to the fully modelled QRM

are the energy distributions of the lateral lobes in the [0◦:180◦] plane and the

smoothing of the θ ≈ 20◦ energy lobe. These seems to resemble that of a flat panel

scattering. Perhaps this is due to the disappearance of the slit cavities within each

impedance patch which may cause variations form the estimated slit impedance

values as these are dependent on the free air radiation correction of the slits and

on the portion coverage of each slit opening (h) within the spatial periodicity of

the structure (ax). Also, even though the FDTD supposedly ignores viscothermal

losses in its wave propagation model, these are implicitly encoded into the RLC fit-

ting of the theoretical metadiffuser surface impedance, which does take such losses

into account. More investigation on the precise origin of these scattering variations

is needed.

Fig. 6.7(e) similarly represents the scattered sound distribution of the ZEQ in

the FDTD solver. Results are in excellent agreement with the ZEQ FEM data,

with a very similar autocorrelation coefficient δn,0 = 0.57. A minor increase in

scattered sound energy can however be perceived between FEM and FDTD ZEQ

models which also appears in other cross-numerical benchmarks that were con-

ducted for QRDs and flat surfaces. Figures for these can be found in App. C. This

slight energy increase in FDTD RLC modelling may then be attributed to energy

propagation modelling in each numerical environment (FEM/FDTD), but remains
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nonetheless almost negligible with a difference in diffusion coefficient of 1%.

Whilst the equivalent surface impedance method proposed here results in a

major simplification of the more intricate geometry of the metamaterial being

studied, it can be seen that it is quite efficient for replicating an approximation of

its scattered sound field into the surrounding space. Also, it has been previously

shown that these FDTD simulations with such RLC circuit boundary conditions

are amenable to parallel acceleration [124] for faster calculation times.

6.2.2 Numerical Benchmark: Time Dispersion

In addition to the previous spatial scattering results, a temporal acoustic scat-

tering study is also presented for evaluating the presence of time dispersion within

the above-collected FDTD data. Figure 6.8 thus shows several wavelet transforms

of scattered impulse responses corresponding to the previously studied surfaces,

viz., a flat panel, an N = 5 QRD and the previous ZEQ based on an N = 5

QRM. A fully modelled QRD is here presented instead of a QRM due to the diffi-

culty in modelling the latter structure into the FDTD solver. One has to note that

these possess different diffusion characteristics overall, which only match around

2 kHz. An alternative for fully modelling a QRM would have been to use a Pseudo-

Spectral Time-Domain (PSTD) method which would mixes the aforementioned

frequency-domain R-S integral whilst discretizing the study in time steps, allow-

ing to simulate transient acoustic wave propagation in inhomogeneous media; a

required ability for modelling the metadiffuser under study. Simulating the QRM

in large scale 3D PSTD would however prove hard to compute due to the inherent

difficulty for implementing complex geometries at the boundaries, but could be

used with confidence under free-field scattering conditions. However, due to time

limitations, such alternative could not be explored in this study.

Figure 6.8(a) shows the time-frequency information of the scattered impulse

response captured at the top of a flat surface. As expected, only a single hard re-

flection is obtained in the impulse response, covering the entirety of the frequency
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Figure 6.8: Wavelet transforms of scattered impulse responses obtained via 3D FDTD

corresponding to (a) a flat panel, (b) an N = 5 QRD, and (c) the ZEQ.

Insets represent the reconstructed inverse wavelet transform of the original

impulse responses.

range of interest. A secondary reflection with much less intensity can also be iden-

tified, likely generated from the edge diffraction of the panel coming back to the

receiver a couple of milliseconds after the first major reflection. This is supported

by the inset displaying the time series of the reconstructed signal by inverse wavelet

transform in Fig. 6.8.

The scattering obtained with the QRD via FDTD is illustrated in Fig. 6.8(b),

where a strong time dispersion can be distinguished by the spreading of the scat-

tered frequencies through time. In such figure, one can see a major reflection shortly

followed by a similarly strong one, after which a series of multiple reflections ap-

pear with varying frequency content and continually less energy. This provides

with a good illustration of the scattering generated by the frequency-dependent

behaviour of a sound diffuser. The blue dots represent the absence of frequency

content in very narrow time periods. These are caused by wave interference due

to the wavelength delay generated by the phase-grating diffuser, providing with a

time-frequency dispersion pattern.
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Ultimately, Fig. 6.8(c) displays the scattered impulse response of the ZEQ ob-

tained through RLC circuit filtering. It can be observed that a strong temporal

dispersion is also obtained, with a similar pattern than the QRD. Even if the sur-

face of the ZEQ is flat, it reproduces a similar frequency-dependent behaviour than

a QRD. Although, as mentioned previously, both temporal dispersions cannot be

strictly compared one to the other. Yet, the scattering from the QRD serves as a

good reference to observe the added temporal dispersion of the ZEQ.

Although the QRD and ZEQ temporal dispersions cannot be strickly compared,

the ZEQ filter (fitted to a QRM) provides a temporal acoustic scattering in par

with that of a comparable QRD despite the simplification process regarding its

boundary formulation. Now that both the spatial and the temporal scattering

properties of the ZEQ have shown good agreement with respect to the original

metamaterial, the next section will then emphasize in a case study implementation

on a large environment.

6.3 sound field diffusion in auditoria with rlc filters

6.3.1 Spatio-Temporal Analysis of 3D Impulse Responses

For the purpose of this work, an orchestra pit is chosen for a large scene in which

to embed the proposed equivalent surface impedances in a 3D FDTD simulation.

The geometry of the orchestra pit is idealized as shown in Fig. 6.11(a), where a

sound source S and a receiver R are highlighted. Note here that the pit is isolated

from the rest of the opera house. The considered orchestra pit is simulated following

two different scattering strategies implemented on the walls. In the first situation,

no particular scattering on the boundaries is considered, i.e., the walls are simply

assumed perfectly rigid.

The FDTD simulation grid resolution was set to 10.5 PPW at 8 kHz, under

which numerical dispersion errors would be less than 1% [116]. The simulations

involving flat panels (no scatterers) required 30GB of memory computed in par-
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Figure 6.9: (a) Geometry of an ideal orchestra pit used. (b) Configuration of the 3× 3

microphone array. (c) Sample impulse response with different integration

times. (d) Spatio-temporal distribution of sound energy received at location

R from sound source S.

allel using Nvidia CUDA spread over four Nvidia Titan X GPU cards (Maxwell

architecture). Simulations times with flat panels were approximately 55 min for

0.5 s of simulated response. Including the more complex RLC boundary conditions,

the FDTD simulation took 65 min and required 3% more memory running on the

same GPUs. Thus, the equivalent surface impedance incurs some extra minimal

simulation costs (as expected [124]), and it is also much smaller relative to the

simulation costs expected for a full-fledged multi-physics simulation (taking into

account QRM details and physics) in this space up to the chosen frequency reso-

lution.

The impulses responses captured within this environment are analysed by means

of a Spatial Decomposition Method (SDM) [125, 126], which allows to determine

the direction of arrival (DOA) [127, 128] of sound events in a 3D set of spatial

impulse responses. The latter is captured through a microphone array and can be

windowed over different integration times in order to show the evolution of the

spatial sound field with respect to time. In this case, a 3× 3 virtual microphone ar-

ray was used for recording the numerical impulse response at the receiver location
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R, and is displayed in Fig. 6.11(b). For data processing, the Spatial Decomposi-

tion Method (SDM) Toolbox [129] made available by the Virtual Acoustics Team

at Aalto University, Finland, was used. The impulse responses cover a frequency

range ∆f = [20 : 8000] Hz and are integrated over several incrementing time

windows so that the cumulative energy of the impulse responses can be observed

through time. These span from [0− 20] ms to [0− 2000] ms in order to cover most

of the recorded information, as shown in Fig. 6.11(c). Ultimately, the spatial sound

field for each time window can be plotted along the 3 orthonormal polar planes,

i.e., lateral, transversal and median planes. Fig. 6.9(d) thus shows the lateral (xy-

plane) spatio-temporal sound field at R.

While several methods for characterising the sound diffusion from surfaces have

been standardized (see Sec. 3.1.2), the standardization of a similar relationship

within a context of sound fields in enclosed spaces is still in progress. Early re-

search on this topic by Thieler, Meyer, Cremer and Abdou [130–132] provides

with some insights regarding the description of the isotropy of the sound field at

a certain position in space, yielding a quantity called the “directional diffusion”

coefficient [133]. In order to avoid confusion with the previously mentioned direc-

tional diffusion coefficient in the context of surface scattering – although they are

both related to the physical description of isotropy in a sound field – later research

seems to prefer the use of the term “diffuseness” in order to refer to the 3D spa-

tial distribution of incoming sound energy at a point [134]. This work will thus

also make the same differentiation. The motivation behind the use of the diffuse-

ness equation presented in Ref. [133] and further discussed below comes from a

desire to identify differences in field isotropy, either between different windowed

spatio-temporal impulse responses or between two different spatio-temporal im-

pulse responses. This, along the Spatial Decomposition Method, allows not only

to visualize the spatio-temporal distribution of arriving sound at a point but also

to characterize the field isotropy of the responses of interest.

Besides the SDM, some of the latest research in this topic also provides with al-

ternative descriptions of directionally-dependent features of decaying sound fields,

with insightful visualization techniques and new quantities. Some are based on
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spherical harmonics analysis [135] whereas others focus on the Energy Decay De-

viations in order to to show the direction-dependent anisotropic characteristics of

sound [136]. The Spatial Decomposition Method was used here for its extensive

documented Matlab libraries, as well as its flexibility for variable input microphone

array geometries. As in indicated in [125], this method reproduces well the major

energy peaks of the sound field but can prove less accurate for minor reflections

with small amplitude due to the small-scale interpolation between data points.

At the core of its definition, diffuseness is usually understood as the ratio of the

variation of the diffuse sound field intensity averaged on all directions over that

obtained in a free-field situation. Mathematically, this notion of diffuseness can be

written in the form of a coefficient, or percentage if multiplied by 100, such that

D =
(

1− σ

σ0

)
, (6.6)

where σ is the variation of energy across all directions in the diffuse case and σ0 is

the value of σ in the most non-diffuse case, e.g., single plane wave or free field. The

spatial variation σ of a given polar distribution can be obtained following various

statistical operations, such as standard deviation, absolute average deviations or

spatial autocorrelation. For the sake of consistency, the same spatial autocorrela-

tion formulation used for calculating the directional diffusion coefficient in Eq. 3.1

is chosen for determining the variation of the diffuse field. Thus σ ≡ 1/δ, where

δ is the spatial autocorrelation coefficient. The ratio of 1/δ aims to conserve the

relative sizes of σ and σ0 in Eq. 6.6. This is to balance the fact that minimal

spatial variation (i.e., uniform distribution) has σ → 0, whereas the least uniform

distribution (i.e., highest spatial variation) has σ0 → 1.

The formulation of diffuseness in Eq. 6.6 results in a good description of the

change of isotropy between different sound fields. A particular case of the latter

can then be made in order to yield an indicator when relative evaluations between

the early and late diffuse sound fields are of interest. In order to make such eval-

uations, the ratio of early-to-late diffuse energy variation is here proposed which,

139

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



6.3 sound field diffusion in auditoria with rlc filters

by applying the fraction σ ≡ 1/δ, allows the early-to-late diffuseness coefficient of

a sound field, De/l, to be determined as

De/l =

(
1− δe

δl

)
, (6.7)

where δe and δl are the early and late spatial autocorrelations of the polar dis-

tributions, respectively. In such case, De/l → 0 implies that the evolution of the

early-to-late diffuseness is non-existent, i.e., that both fields are identical, whereas

De/l → 1 indicates a maximum increase of diffuseness between early and late dif-

fuse sound fields. The minimal time window used to represent the early diffuse

sound field is here chosen as [0− τe], where τe = mfp/c represents the average

time of early reflections based on the mean-free-path of sound reflections, mfp, and

the speed of sound, c.

In the context of 360◦ spatio-temporal distributions, very low values of spatial

autocorrelation coefficients can be seen due to the incident sound being much

stronger than the later reflections. This can enquire a question regarding the dy-

namics of the data being handled and if such data can be used. However, Eq. 6.7

shows a ratio of two spatial autocorrelations and gives therefore an insight to the

relative difference between the two autocorrelations. Then, although the autocorre-

lation values are generally quite low, the definition of diffuseness presented above

in Eq. 6.7 can be considered as an appropriate tool for characterizing the amount

of change in isotropy when the data at hand is alike to spatial variations such as

spatial autocorrelation coefficients.

6.3.2 Case Study: Conceptual Orchestra Pit

The orchestra pit previously mentioned is simulated following two different scat-

tering strategies implemented on the walls. In the first situation, no scattering on

the boundaries is considered, i.e., the walls are simply assumed perfectly rigid, as

shown in Fig. 6.10(a). In the second case illustrated in Fig. 6.10(b), clusters of

repeated equivalent surface impedance panels (3× 6 panel repetitions of the previ-

ously studied 1D ZEQ mimicking a Quadratic Residue Metadiffuser) are sparsely

distributed along the walls in order to provide with a relatively homogeneous cover-
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age (∼ 10% of total surface, ∼ 20% of wall surface), an alternative which according

to the previous spatial and temporal scattering study should provide with a more

uniform early diffuse sound field. The amount of ZEQ panel coverage was arbitrar-

ily determined as this study only aims to observe the presence of scattering within

the orchestra pit in order to validate an practical integration of RLC filter within

a large computation domain.

S
R

x y

z(a)

homegeneous 

boundaries

S
R

x y

z(b)

6x3 ZEQ panels

(~ 2 m2 per block,

~10% coverage)

20 m

2.5 m

5 m

Volume: 

~ 310 m3

Surface: 

~ 215 m2

Figure 6.10: Orchestra pits with (a) homogeneous walls, and (b) 6× 3 ZEQ panels.

Fig. 6.11(a) displays the spatio-temporal response at R in the transverse plane

(xy-plane). It can be observed that early acoustic energy arriving in the first 20 ms

(red area), determined by [0 - ∼ τe], comes narrowly from the front, where the

sound source is located, with a significant contribution from the back as well due

to specular wall reflection. Later reflections integrated up to 2 s of the impulse re-

sponse (orange to blue areas) show an increase of sound energy for many directions

of arrival due to a more chaotic state of sound reflections within the environment

at those time steps, resulting in a relatively uniform (isotropic) angular sound field

distribution at the maximum integration time. Still, in most directions, the energy

of the late sound field remains 12 dB or more below the initial energy recorded

directly in the front and in the back of the receiver.

In the early [0− 20] ms window of Fig. 6.11(a), an early autocorrelation coeffi-

cient δe = 0.0056 can be observed, while for the late time window of [0−2] s a value

δl = 0.0223 is displayed. This corroborates that the early sound field is much less

uniform than the overall late sound field with a very narrow energy distribution,

which is to be expected in an environment where specular reflections of sound are

dominant. This yields an early-to-late diffuseness De/l = 0.75 describing a great

increase (of 75%) of the diffuse field between early and late integration times.

141

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



6.3 sound field diffusion in auditoria with rlc filters

z
x

l = 0.0384
e = 0.0169

e/ l  = 0.44

l = 0.0575
e = 0.0058

e/ l  = 0.10

(a)

y
x

SR SR
S

R

(b) (c)

(d) (e) (f)

Figure 6.11: Spatio-temporal distributions of sound energy received at location R from

sound source S in (a-c) a pit with flat boundaries, and (d-f) a pit with

sparsely distributed repetitions of ZEQ patches.

Similar observations can be made for the median (xz) and lateral (yz) planes in

Figs. 6.11(b,c), respectively. In the median plane, a value De/l = 0.56 is achieved,

showing less difference between early and late spatial distributions compared to

that of Fig. 6.11(a). This is supported by the axis symmetry and open-air nature of

the orchestra pit, where little extra reflection directions are enabled in this partic-

ular cross-section. In Fig. 6.11(c), an early-to-late diffuseness De/l = 0.90 can be

identified for the lateral plane, bringing similar features than those encountered in

the transverse plane, i.e., very narrow early spatial distribution which significantly

widens over late integration times.

In the second pit configuration, an alternative scenario is proposed with clusters

of repeated equivalent surface impedance sparsely distributed along the walls in

order to provide a relatively homogeneous diffuser coverage. The intention behind

this strategy is to distribute more early sound energy in the pit, which incidentally

may also help enhance the acoustic conditions for musicians [cox2009, 55, 137].

Even if the geometry presented is simply idealised, i.e., without the musicians or

chairs which would create additional sound absorption and scattering, this concep-

tual setup helps distinguish the effect of RLC fitted equivalent impedances within

a large volume. The use of equivalent surface impedance is again motivated by the

limiting constraints of modelling compact and detailed geometrical structures in a
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large 3D FDTD numerical scenery.

The above-mentioned simulations are illustrated in Figs. 6.11(d-f) which show

the spatio-temporal plots obtained in the second pit configuration for the trans-

verse, median and lateral planes, respectively. In the transverse plane in Fig. 6.11(d),

the early time integration area (red) demonstrates the arrival of strong reflections

from broader directions than in the previous configuration with just rigid walls.

This is supported by an increased autocorrelation coefficient δe = 0.0078, which

confirms the presence of sound diffusers at the boundaries of the pit. A second

major change in early sound distribution can also be seen in the next [0− 50] ms

time window, displaying a much broader and homogeneous incoming sound field

due to the presence of multiple 2nd and higher order reflections being more sparsely

distributed within the pit thanks to the presence of the ZEQ panels. Additionally,

the late time integration area (blue) shows a very similar shape than the previous

scenario, with a value δl = 0.0224. This implies that the late sound field obtained

in both situations tends to a diffuse state of reflections with stochastic directions

of arrival quite independently of any local scattering at the boundaries, which is

shown to only affects early sound distribution. The difference in early and late

sound fields in Fig. 6.11(d) translates in a relative decrease of the early-to-late

diffuseness coefficient compared to that of Fig. 6.11(a), with De/l = 0.65; meaning

that the early sound field in the ZEQ configuration is more diffuse. Likewise, a

general decrease of early-to-late diffuseness can be observed in Figs. 6.11(e,f), with

De/l = 0.49 and De/l = 0.84 in the median and lateral planes, respectively. It is

worth mentioning that the sound field in Fig. 6.11(e) does not show a significant

change compared to the one in Fig. 6.11(b), which is again due to the opening of

the pit limiting the potential directions of arrival for reflections in this particular

section. A small improvement to the early sound field distribution can however be

seen between 0◦ and −45◦.

In addition to the early-to-late diffuseness, the more general diffuseness coeffi-

cient can also be determined between sound fields in both pit configurations, where

the ones obtained with homogeneous boundaries are here considered as the least

diffuse case of reference mentioned in Eq. 6.6. In this manner, a relative early
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diffuseness, De|ZEQ = 1− (δe|FLAT/δe|ZEQ), can be given for the different early

sound fields in each cross-section in order to provide a more suitable measure of the

impact of sound scattering in the environment. In this sense, De|ZEQ → 0 means

that both early sound fields have identical spatial distributions, while De|ZEQ → 1

indicates a transition to a maximal isotropic distribution of the early sound field

generated in the ZEQ environment.

In Fig. 6.11(d), the latter results in a relative early diffuseness coefficientDe|ZEQ =

0.28, meaning that the presence of ZEQ panels helps increase the isotropy of

the spatial distribution at R by a factor of 28% compared to that of the pit

with homogeneous rigid boundaries. Similarly, relative early diffuseness coefficients

De|ZEQ = 0.18 and De|ZEQ = 0.39 can be observed in Figs. 6.11(e) and 6.11(f),

respectively. These values corroborate the analysis made so far in that the me-

dian plane in Fig. 6.11(e) shows only a slight increase in early diffuseness between

the two configurations, whereas a significant increase between early sound fields is

found in the lateral plane illustrated in Fig. 6.11(f).

Overall, Fig. 6.11 shows that equivalent surface impedance filters, approximating

the effect of compact metadiffusers, do contribute to the spatio-temporal distribu-

tion of sound within the simulated FDTD environment compared to that of a flat

and homogeneous orchestra pit. This is illustrated by a broadening of the direc-

tions of arrival of the early sound reflections at the position R induced by the

presence of local scattering generated by the impedance filters at the boundaries.

The amount of the contribution can vary depending on the volume considered as

well as on the positioning of the receiver, e.g., close or far from reflective surfaces.

Ultimately, the relative early diffuseness obtained in the normalization of the ZEQ

configuration to that of the homogeneous orchestra pit allows for a more critical

evaluation of the scattering impact of the simplified sound diffusers within the

simulated space.

The work presented so far completes the work conducted in this thesis. The

research thus presented, linked with the previous analysis of deep-subwavelength

sound diffusers, a.k.a, metadiffusers, provides insightful evidence of the importance
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of such small compact acoustic metamaterials to be used in critical situations

where their traditional counterparts become too limiting, such as in orchestra pits

or recording studios.
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7
CONCLUS ION

This final chapter compiles the outcomes of every research investigation topic

and finally draws out a summary of the work conducted so far. Additionally, fu-

ture prospects for each of the research fields explored during this investigation

are discussed, outlining the major challenges to overcome should this research be

pursued. Lastly, any outstanding remarks around the creation of the present work

are ultimately addressed.

7.1 summary, key outcomes & contribution to knowledge

7.1.1 Research Summary

Acoustic scattering is generated when a sound wave interacts with an object or

medium in in its path, which causes the impinging sound wave to effectively scat-

ter, or break out, in a multitude of wave components. Major works by Kirchhoff,

Fresnel, Rayleigh, Sommerfeld and Fraunhofer in the field of wave physics have

allowed for approximate, yet efficient ways of characterising the way such acoustic

phenomenon occurs.

In acoustics, structures scattering sound waves are termed as acoustic diffusers.

Traditionally, most of these devices pioneered by Schröeder make use of series of

quarter-wavelength resonators (QWRs) for producing a frequency-dependent spa-

tial distribution of the acoustic impedance at the surface of the wells. However,

such way of designing sound diffusing structures can become challenging due to

the relatively bulky dimensions and intrinsic mass of such diffusers, limiting their

practicality in situations where space and mass are critical.
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Metamaterials are engineered composite structures based on locally-reacting res-

onances which display physical properties that are not found in naturally-occurring

materials. In acoustics, metamaterials can be used to slow down the phase velocity

of sound into subsonic regimes. This, combined with the subwavelength proper-

ties of Helmholtz resonators (HRs), allows to further push down the resonance

frequency of the metamaterial into deep-subwavelength extents, resulting in struc-

tures dimensions 1/10th to 1/80th thinner than traditional diffusers. In 2017, such

theory was used to design highly efficient and optimizable deep-subwavelength

sound diffuser, a.k.a. metadiffusers.

Metadiffusers consist of rigidly-backed slotted panels where each slit is loaded by

an array of HRs. This slit arrangement introduces strong dispersion and drastically

reduces the effective sound speed in the low frequency regime, thus resulting in a

decrease of the structure dimensions. The adaptability rising from the interplay of

all the geometrical variables enables to formulate an optimization problem, thus

producing a multitude of designs for as many situations needed. Moreover, the op-

timisation nature of metadiffusers facilitates the design of ambitious sound scatter-

ing behaviours, such as narrowband perfect diffusion or highly efficient broadband

diffusion over multiple octaves. Hybrid diffusing and sound absorbing metadiffuser

designs can also be further optimised for even greater practical challenges.

In large volumes, the numerical implementation of compact structures relying on

non-homogeneous physical properties of sound can prove very difficult to perform;

mostly due to excessively high computational loads and time that can be required.

Due to the highly resonant nature of metadiffusers, an equivalent impedance for-

mulation based on a set of approximated RLC circuit boundaries can greatly help

reduce the metamaterial’s geometry to a convenient simple form, i.e., flat. The use

of optimisation techniques can prove useful in effectively reproducing the surface

impedance of the metamaterial. Despite the simplification process, this method

achieves good overall results with respect to the original acoustic scattering of

metadiffusers whilst ensuring relatively short simulation times over a range of fre-

quencies going from 100 Hz to 8 kHz. This strategy therefore allows to model the
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inclusion of compact acoustic metamaterials into much larger numerical domains,

such as that of an orchestra pit, and gather further insights regarding the acoustics

of the space.

7.1.2 Key Research Outcomes

The key outcomes of this research can be summarized as follows:

1. Experimental validation of the scattering made by a 3D-printed Quadratic

Residue metadiffuser;

2. Analytical design and numerical validation of Quasi-Perfect metadiffusers;

3. Analytical design of highly efficient broadband metadiffusers from Quasi-

Perfect diffusion schemes;

4. Analytical design and numerical validation of a framework for reducing com-

plex geometries in 3D FDTD schemes using equivalent RLC circuit filters;

7.1.3 Contribution to Knowledge

Due to the cross-disciplinary nature of this research, the above key research

outcomes contribute to the current state of knowledge in many scientific fields.

Wave Physics

In the field of wave physics, the experimental validation of a Quadratic Residue

metadiffuser provides a solid reference where the theory behind the design of deep-

subwavelength scattering metamaterials is matched by numerical and experimental

physical data. This thus strengthens the knowledge of such structures and builds

up on top of other experimental validations of the intrinsic wave phenomena re-

lated to metadiffusers found in similar metamaterials (e.g., perfect absorption [138]

or rainbow-trapping [78]).

Additionally, this work reports the design of Quasi-Perfect metadiffusers which
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display higher narrowband scattering properties (almost omnidirectional) than tra-

ditional alternatives within structural dimensions much thinner. Similarly, an in-

cremental continuation of such work led to an optimization study on how to change

the underlying component architecture of the metasurface in order to broaden the

diffusion bandwidth over many octaves, the values of which can be comparable to

commercial solutions of thicker architecture. Both works can impact positively on

the current manufacturing strategies used in the design of thin and efficient sound

diffusers.

Finally, the analytical and numerical validation of a framework for reducing com-

plex geometries in 3D FDTD schemes using equivalent RLC circuit filters can be

of great value in the field of wave physics as many other studies involving highly

locally-resonant metamaterial strategies over large contextual scenarios can greatly

benefit from such strategy, e.g., underwater or seismic contexts.

Audtiorium Acoustics

In the narrower field of auditorium acoustics, comprising the acoustical design of

auditoria based on objective and subjective criteria, the above-mentioned contribu-

tions can significantly impact the way critical listening environments are designed

or refurbished. One example illustrated in this work is that of orchestra pits, which

posses strong practical constraints regarding the range of acoustical solutions that

can be provided to enhance musical conditions, particularly so when considering

sound diffusion. The great flexibility and sound diffusion efficiency of metadiffusers

could lead to a successful solution in such case, with very limited drawbacks and

potentially widely endorsed in the world-wide operatic environment.

General

In general, the research presented in this work can help underpin the democra-

tization of state-of-the-art ultra-thin sound diffusers in a similar way the research

on the now famous Schröeder diffusers in the 80-90’s made it one of the most

predominant type of acoustic diffusers for industrial and civil applications.

150

[ September 5, 2021 at 17:59 – classicthesis Examination Version ]



7.2 future research prospects

7.2 future research prospects

Sound Diffusion & Acoustic Metamaterials

Due to the sensitivity of the data collected in practical measurements, experi-

mental data can be subject to artefacts compared to perfectly controlled situations

such as theoretical and numerical predictions (e.g., aberrant reflections in an ane-

choic chamber). Therefore measurements of sound scattering require great care

in the experimental apparatus and signal chain employed. A possible alternative

experimental framework for validating the scattering of a surface could take the

form of an impedance mapping over said surface using a P/U sensor. Such work

could take inspiration from Kleiner et al. ?? which used a very similar approach

(near-field acoustic holography) for measuring directional scattering coefficients.

Such strategy is less susceptible to spurious reflections contaminating a collected

impulse response, and thanks to the relation between surface impedance distribu-

tion and scattering it can provide an indirect way of validation. Also, this method

is less reliant on the need of a perfectly anechoic environment as it measures the

acoustic impedance very close to the measured object.

On the topic of acoustic metamaterials, metadiffusers can be further optimized

in order to strike a compromise between sound diffusion and sound absorption so

as to provide with custom hybrid acoustic treatments. Also, other optimization

paradigms of similar structures to metadiffusers taking into account mechanically

variable geometries can be designed, which could result in dynamic resonating

structures varying in function of the configuration that is required. Resonating

cavities could also be filled with porous materials (e.g., foam, aerogel) or mem-

branes for added flexibility in the control of sound.

Diffuse Sound Fields Evaluation

Concerning the evaluation of diffuse sound fields, further work regarding stan-

dardization of quantifiable parameters for determining the amount of sound dif-
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fusion (i.e., diffuseness) at a position could be undertaken. Due to the increasing

availability of 3D spatial impulse response technology for both the industry and

civilians, such standardized guidance on how to manipulate the raw spatial data

(e.g., spatial autocorrelation, standard deviation, etc.) and on how to evaluate the

characteristics of the diffuse field (e.g., early, late, early-to-late) is likely to be

strongly required.

7.3 final thoughts

The research undertaken in this work covers different scientific areas, spanning

from wave physics and acoustic metamaterials to subjective evaluations of virtual

audio scenarios obtained by state-of-the-art room acoustics numerical simulations.

Over these last 3 years and a half, such research has allowed the author to com-

municate with a great number of scientists from all these various disciplines. It

has been a very instructive journey filled with support and genuine interactions,

which sparked an even greater thirst for knowledge and motivation in conducting

scientific research.

“Somewhere, something incredible is waiting to be known.”

— Carl Sagan
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A
DETAILS ON FLU ID V ISCOS ITY & HEAT CONDUCTION

Many dissipative effects are responsible for dampening the energy waves convey

through different fluid media, e.g., fluid viscosity, heat conduction and molecular

relaxation. Out of the three, the latter will have the least impact (if any) on this

work and will be briefly mentioned. The two others, however, are quite critical for

explaining the nature of certain mechanisms introduced later on.

Molecular relaxation involves the return of a perturbed system into equilibrium.

One of the assumptions made heretofore has been that the considered fluid was

in local thermodynamic equilibrium. That means that an equation of state such

as P = P (ρ,T ) is used, where the pressure at any given time and position in the

fluid only depends on the local, instantaneous values of density and temperature,

disregarding the rate at which these vary. However, when the fluid is being com-

posed of different constituents, say molecules A and B in different proportions,

there is a rate dependence between the variation of the quantity (ρ or T ) and the

thermodynamic equilibrium state that is being disrupted by the compressions or

rarefactions left after a disturbance. When the equilibrium is disturbed, the vibra-

tion modes acted upon the molecules by the energy of the wave require different

relaxation times to readjust themselves to new equilibrium values. Such is the case

for the air that permeates the atmosphere which is mostly composed of dioxy-

gen (O2) and nitrogen (N2) molecules, forming approximatively 99% of Earth’s

atmospheric composition (78% N2 + 21% O2). The relaxation times of diogygen

vibration (≈ 10−5s) and nitrogen vibration (≈ 10−3s) cause the transformation of

mechanical energy into heat, making them quite important for determining sound

absorption in air at audio and low ultrasonic frequencies. Yet, the amount of sound

absorption generated that way can be considered negligible with respect to other

sound absorption mechanisms, such as porous absorption or thermoviscous bound-

ary layer absorption.
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fluid viscosity & dispersion relation

Whereas molecular relaxation is predominant in relatively low frequencies, dissi-

pation at higher frequencies mostly comes from the thermal and viscous properties

of the fluid. Regarding viscous processes, these depict the resistance a travelling

wave can encounter in a medium due to frictional forces arising either within the

medium or at the adjacency of boundaries. Viscous fluids are said to be viscid, in

opposition to inviscid fluids with no stress resistance or viscosity, such as the one

that has been assumed so far in this chapter. In order to take viscous processes

into account in a fluid, the linearised conservation equations need to be rewritten,

where the continuity and state equations remain the same but the momentum

equation now includes viscous parameters, such as:

Continuity :
∂δρ

∂t
+

∂

∂x
(ρ0υ) = 0, (A.1)

Momentum : ρ0
∂υ

∂t
+
∂p

∂x
= (λ+ 2µ)∂

2υ

∂x2 , (A.2)

State : p = c20δρ, (A.3)

where λ and µ are the dilatation and shear viscosity coefficients, respectively.

Eq. A.1 and A.3 remain the same as those for a lossless fluid due to the small

signal approximation. This can seem strange as entropy is not constant for fluid

in motion in a viscous medium but the entropy variation is, however, described

by a second order non-linear term in the resulting energy equation and since all

non-linear terms become negligible in small signal approximations, the latter is

here ignored.

Attention can now be given to the viscous momentum equation. For simplicity,

it is assumed here that the flow in the fluid goes along one dimension (plane

wave propagation) and that it is irrotational, i.e., that the vorticity of the particle

velocity close to the duct boundaries is zero. As a result, the velocity can simply

be expressed as a gradient of a scalar field. In contrast, rotational flows become

important when considering flow very close to boundaries – where fluid shear and

vorticity become significant – or with non-uniform flow, and can lead to more

complex mathematical developments.
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The dilatation coefficient, λ, used in the right term of Eq. A.2 can be very difficult

to measure. This issue can be bypassed through the use of Stoke’s assumption, in

that λ should be equal to −2
3µ, which holds true for very simple fluids such as

noble and monoatomic gases. For fluids that do not follow Stoke’s assumption, the

dilation coefficient can be extended to λ = −2
3µ+ µB, where µB is called the bulk

viscosity coefficient. The sum λ+ 2µ thus becomes

λ+ 2µ =
4
3µ+ µB = µṼ , (A.4)

where Ṽ = 4
3 + µB

µ is the viscosity number. Although no significant ease of mea-

surement has been added this way, this process allows to adjust the expression of

viscosity for non-ideal gases. Eq. A.2 can therefore be rewritten as follows:

ρ0
∂υ

∂t
+
∂p

∂x
= µṼ

∂2υ

∂x2 (A.5)

The equations of motion can now be combined to form a viscous wave equation,

where δρ is eliminated between Eq. A.1 and Eq. A.3, and p is taken out from the

resultant expression, yielding

νṼ

c20

∂2

∂x2
∂

∂t
υ+

∂2υ

∂x2 −
1
c20

∂2υ

∂t2
= 0, (A.6)

where ν = µ/ρ0 is the kinematic viscosity coefficient.

The absorption and dispersion properties can be found by substituting a time-

harmonic wave travelling solution into the previous wave equation. The resulting

dispersion relation is
ω2

c20
= (1 + i

ωνṼ

c20
)k2, (A.7)

with the wavenumber k thus defined as

k = ± ω/c0√
1 + iṼ δv

, (A.8)

where δv = ων/c20 is the dimensionless viscosity coefficient. The plus or minus

sign in Eq. A.8 applies to outgoing or incoming waves, respectively. In order to

find the absorption and phase speed of the medium due to viscous effects, k must

be split into real and imaginary parts. However, the denominator needs to be

further broken down in order to better dissociate one part from the other. In order
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to accomplish such endeavour, one must consider that δv is ordinarily very, very

small, even for very high ultrasonic frequencies, e.g., δairv ≈ 8× 10−10f where f is

the frequency in Hertz. Consequently, a simple second order binomial expansion

of (1 + iṼ δv)
1
2 in Eq. A.8 can be considered sufficient for separating the real and

imaginary parts, yielding (in the case of a outcoming wave)

k
.
=

ω

c0(1− iṼ δv/2)
=

ω

c0
− i Ṽ δvω2c0

. (A.9)

With the relation stated in Eq. 2.22, the absorption due to viscosity, αv, can be

written as

αv =
Ṽ νω2

2c30
, (A.10)

whereas the phase speed of sound is simply

cp,v = c0. (A.11)

Therefore, in a viscous fluid, sound seems to propagate without dispersion but

is attenuated. However, if the third term of the binomial expansion was taken into

account, the phase speed of sound would change to

cp,v =
c0

1− 3
8 Ṽ

2δ2
v

, (A.12)

which shows that, in reality, the phase velocity does actually depend on frequency,

but is generally considered too weak due to the smallness of δv.

heat conduction & dispersion relation

In the previous example, sound propagation was assumed to be adiabatic, mean-

ing that the compressions and rarefactions in the fluid do not involve thermal

transfer, or heat flow. However, all media conduct heat to some extent, as the

local condensations or expansions of the air particles generate higher or lower

molecular collision rates. Therefore, compression zones are generally a little hot-

ter whereas rarefaction zones are a little colder. In a context of heat conduction,

where a medium tries to establish a temperature equilibrium between hot and cold

bodies, these temperature variations are likely to give rise to a transfer of heat.

Consequently, this heat flow reduces the amount of energy available for the sound
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wave to travel and thus represents a loss of acoustic energy.

In order to account for heat flow for a sound wave propagating in a fluid, the con-

servation equations need to be rewritten. An inviscid fluid is here assumed, where

a combined case of thermal conduction in an viscous fluid will later be made. For

simplicity and ease of read, the derivation process needed to achieve the final form

of the energy equation will here be neglected. Thus, the following energy equation

can be stated for an ideal gas:

∂

∂t
(p− c20δρ) =

ϑ

ρ0Cv

∂2

∂x2

(
p− c20

γ
δρ

)
, (A.13)

where ϑ is the heat conduction coefficient, γ = Cp/Cv is the ratio of specific heats,

Cp is the specific heat at constant pressure, and Cv the specific heat at constant

volume. Although derived for an ideal gas, holding to the ideal gas law equation

of state PV = nRT , this equation can also be valid for an inert fluid of arbitrary

equation of state. Combining the latter with the equation of continuity in Eq. A.1

and the linear momentum equation for an inviscid fluid in Eq. 2.5 results in the

following thermally conducting wave equation:

ϑ

ρ0Cp

∂2

∂x2

[
∂2υ

∂x2 −
γ

c20

∂2υ

∂t2

]
− ∂

∂t

[
∂2υ

∂x2 −
1
c20

∂2υ

∂t2

]
= 0. (A.14)

It can be observed that the first bracket term is highly dependent of the mag-

nitude of the heat conduction coefficient ϑ. For further clarity in the equations to

come, the first factor of the equation is reduced to a dimensionless coefficient, thus

taking dimensionless time and space variables t∗ = ωt and x∗ = ωx/c0, respec-

tively. This results in the dimensionless thermal conduction coefficient in front of

the first bracket term,

δth =
ϑω

ρ0Cpc0
, (A.15)

which plays an analogous role to the viscosity coefficient, δv, previously mentioned,

and has similarly very small values, e.g., δairth ≈ 1× 10−9f .

The dispersion relation for a heat-conducting fluid can be found by substituting

a time-harmonic solution into Eq. A.14, leading to

iδthK4 − (1 + iδthγ)K2 + 1 = 0, (A.16)
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whereK = kc0/ω is the dimensionless wavenumber. The resulting quartic equation

has two roots, K1 and K2, where both have positive and negative roots accounting

for outgoing and incoming waves. K1 root is associated with ordinary sound waves

whereas K2 describes thermal waves which are wavelike solutions for heat flow.

The latter type of waves are usually quite insignificant at ordinary frequencies in

ordinary fluids, and will be ignored. Focusing on an outgoing ordinary sound wave,

K+
1 can be expressed as

K+
1 =

√√√√(1 + iγδth)−
√
(1 + iγδth)2 − 4δth
i2δth

. (A.17)

For very small values of δth or for low frequencies, the expression above can be be

expanded into

K+
1 = 1− i12(γ − 1)δth +O(δ2

th), (A.18)

where O(δ2
th) means "terms of order δ2

th and higher". If those high order terms

are dropped, due to the smallness of δth, then the expression of the wavenumber

becomes

k+1 =
ω

c0
− iγ − 1

Pr
ω2ν

2c30
, (A.19)

where Pr = µCp/κ is the dimensionless Prandtl number used to characterize the

importance of viscosity with respect to heat conduction, i.e. δth = δv/Pr.

Following a similar analysis to viscosity, the phase speed of sound in a thermally

conducting fluid is cp,th = c0 and the absorption equates to the imaginary part

of the said wavenumber. For most gases, Pr, Ṽ and γ − 1 are almost of order of

unity, making the absorption due to heat conduction and viscosity comparable.

For most liquids, where Pr is large and γ close to unity, the absorption due to heat

conduction is generally much less important than viscous absorption.

fluid viscosity + heat conduction & dispersion relation

Now that the mechanisms of fluid viscosity and heat conduction have been

separately described, a case can be made for their simultaneous combination. In

such case, the wave equation for a viscothermal fluid can be obtained by combining
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the continuity and momentum equations of a viscous fluid (Eq. A.1 and A.2) with

the energy equation of a thermally conducting fluid (Eq. A.13), resulting in

γν2Ṽ

Prc20

(
∂4

∂x4
∂

∂t
υ

)
+ ν

∂2

∂x2

[
∂2υ/∂x2

Pr −
(
Ṽ + γ

Pr

)
∂2υ/∂t2

c20

]
−
[
∂2υ

∂x2 −
∂2υ/∂t2

c20

]
= 0.

(A.20)

The ν2/Pr factor of the first term of the equation implies that the relative order

of this term is of δvδth. Additionally, the factor ν in front of the first square bracket

term implies that the terms inside the bracket are of relative order δv or δth. The

remaining bracket term can be considered of relative order of unity due to the

absence of any coefficient. Therefore, the above equation can be physically inter-

preted as follows: the first term represents the interaction of viscous and thermal

effects, while the first bracketed pair of terms represent their superposition. Since

both δv and δth are usually very small, their product can also be considered small

and may be dropped. With such statement, a zeroth-order approximation can be

made where the last bracket term remains, resulting in

ν

c20

[
Ṽ +

γ − 1
Pr

]
∂2

∂x2
∂

∂t
υ+

∂2υ

∂x2 −
1
c20

∂2υ

∂t2
= 0. (A.21)

Again, the wavenumber of the latter equation can be obtained following the

same logic as before, yielding

kv,th =
ωδv
c20
− iωδv2c0

[
Ṽ +

γ − 1
Pr

]
∂3υ

∂x2∂t
. (A.22)

It can be concluded that the dispersion is negligible (at least of order δv) whereas

the absorption αv,th is dependent on both viscous and thermal mechanisms. Al-

though approximated, the effects of viscosity and heat conduction can be consid-

ered to be additive in the absorption of sound, i.e., αv,th = αv + αth.

viscothermal acoustic boundary layers & dispersion rela-

tion

The two types of acoustic boundary layers can be combined in order to ac-

count for both processes. Deriving from the momentum and energy equations for

both models, the 1D viscothermal wave equation for sound propagating in a duct
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of arbitrary shape, and taking into account viscothermal acoustic effects at the

boundaries, can be written as

∂2υ

∂x2 −
1
c20

∂2υ

∂t2
= B

∫ ∞
0

∂2υ(x, t− τ )
∂t2

dτ√
τ

, (A.23)

where

B =
4

HD

√
µ

πρ0

(
1 + γ − 1√

Pr

)
. (A.24)

Here HD = 4S/C is the hydraulic diameter, and S and C are the area and

perimeter of the cross section, respectively. The derivation of Eq. A.23 is based

on the assumption that the boundary layer is (i) small compared to the effective

radius of the duct (HD/2), but (ii) not so small that mainstream viscothermal

losses are important. This restriction can be expressed in the following form

δBLvisc �
HD
2 � c20

ω2δBLvisc
. (A.25)

Substituting a time-harmonic solution into Eq. A.23 leads to the following dis-

persion relation:

(−ik)2 +
ω2

c20
= B(−ik)2

∫ ∞
0

e−iωτ dτ√
τ

, (A.26)

which when solved for k gives

k = ± ω/c0√
1−B

√
π/iω

. (A.27)

Expanding this equation for a outgoing wave in a round tube of radius a (with

HD = 2a), the expression of k can be reduced to

k
.
=

ω

c0

[
1 + (1− i)1

a

√
µ

2ρ0ω

(
1 + γ − 1√

Pr

)]
, (A.28)

from which can be deduced

αBLv,th =
1
a

√
µ

2ρ0ω

(
1 + γ − 1√

Pr

)
, (A.29)

and

cp =
ω

β
=

c0
1 + αBLv,thc0/ω

.
= c0

1−
αBLv,thc0

ω

 . (A.30)

Thus, a sound wave travelling in a viscothermal fluid bounded within a round

tube has αBLv,th vary as
√
ω and cp → c0 at high frequency, but is less than c0 at low

frequencies. This subsonic phenomenon is clearly demonstrated in Sec. 4.2.3 where

acoustic boundary layers help create highly dispersive acoustic metamaterials.
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B
GEOMETRY DIMENS IONS OF QPD -METADIFFUSER

This appendix details the geometrical parameters of the N = 11 Quasi-Perfect

Diffusion metadiffuser illustrated in Sec. 5.3.

D = 1.32 m L = 3 cm

ln

wc

lc

wn

h

ax

Figure B.1: Geometry of the N = 11 slits QPD-metadiffuser design. (See Fig. 5.6)
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Table B.1: Geometrical parameters for the n-th well of the N = 11 QPD-metadiffuser.

n L (mm) h (mm) ln (mm) lc (mm) wn (mm) wc (mm)

1 30 15.5 60.7 29.1 7.2 28

2 30 14.2 25.7 73.2 9.2 28

3 30 14.9 50.9 48.5 7.5 28

4 30 26.0 35.4 46.3 14.4 28

5 30 24.8 30.1 51.4 13.9 28

6 30 20.0 26.4 62.0 16.1 28

7 30 25.1 30.2 52.8 15.3 28

8 30 22.7 44.7 39.2 14.3 28

9 30 14.8 53.9 45.6 7.4 28

10 30 13.7 25.6 74.5 9.6 28

11 30 19.6 59.4 30.7 7.2 28
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C
FDTD SOUND SCATTERING FOR FLAT & QRD SURFACES

This appendix displays the sound scattering distributions obtained via 3D

FDTD for a flat surface and N = 5 QRD as illustrated in Sec. 3.2.2. It can

be observed in Fig. C.1 that a very good agreement in found between 3D FEM

and 3D FDTD simulations for flat and QRD surfaces. It can be seen however

that FDTD distributions seem to be smoother, or more averaged, than FEM data,

which may result in a slight increase in sound intensity distribution.

It is worth noting that there is an increase of distributed energy between far-

field and near-field sound scattering distributions, which can be seen between F-F

and R-S figures. This is expected due to the closer integration of acoustic energy

relative to the surface.

FLAT

QRD

F-F R-S FEM FDTD

(a) (b) (c) (d)

(e) (f) (g) (h)

� = 0.36 � = 0.39 � = 0.39 � = 0.39

� = 0.58 � = 0.61 � = 0.55 � = 0.56

Figure C.1: Distribution of sound scattered pressure levels at 2 kHz for a flat panel and an

N = 5 Quadratic Residue Diffuser (QRD) according to Fraunhofer-Fourier

(F-F) integral, Rayleigh-Sommerfeld (R-S) integral, Finite Element Method

(FEM), and Finite-Difference Time-Domain (FDTD). δ insets represent the

autocorrelation of the scattered distributions. (See Fig. 6.7)
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